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Abstract. Landscape theory provides a formal framework in which combinatorial optimization problems can be theoretically characterized as a sum of a special kind of landscape called elementary landscape. The decomposition of the objective function of a problem into its elementary components provides additional knowledge on the problem that can be exploited to create new search methods for the problem. We analyze the Test Suite Minimization problem in Regression Testing from the point of view of landscape theory. We find the elementary landscape decomposition of the problem and propose a practical application of such decomposition for the search.
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1 Introduction

The theory of landscapes focuses on the analysis of the structure of the search space that is induced by the combined influences of the objective function of the optimization problem and the choice neighborhood operator [8]. In the field of combinatorial optimization, this theory has been used to characterize optimization problems and to obtain global statistics of the problems [11]. However, in recent years, researchers have been interested in the applications of landscape theory to improve the search algorithms [5].

A landscape for a combinatorial optimization problem is a triple \((X, N, f)\), where \(f : X \rightarrow \mathbb{R}\) defines the objective function and the neighborhood operator function \(N(x)\) generates the set of points reachable from \(x \in X\) in a single application of the neighborhood operator. If \(y \in N(x)\) then \(y\) is a neighbor of \(x\).

There exists a special kind of landscapes, called elementary landscapes, which are of particular interest due to their properties [12]. We define and analyze the elementary landscapes in Section 2, but we can advance that they are characterized by the Gровер’s wave equation:

\[
\text{avg}_{y \in N(x)} \{f(y)\} = f(x) + \frac{\lambda}{d} \left( \bar{f} - f(x) \right)
\]

where \(d\) is the size of the neighborhood, \(|N(x)|\), which we assume is the same for all the solutions in the search space, \(\bar{f}\) is the average solution evaluation over
the entire search space, $\lambda$ is a characteristic constant and $\text{avg}\{f(y)\}_{y \in N(x)}$ is the average of the objective function $f$ computed in its neighborhood:

$$\text{avg}\{f(y)\} = \frac{1}{|N(x)|} \sum_{y \in N(x)} f(y) \quad (1)$$

For a given problem instance whose objective function is elementary, the values $\bar{f}$ and $\lambda$ can be easily computed in an efficient way, usually from the problem data. Thus, the wave equation makes it possible to compute the average value of the fitness function $f$ evaluated over all of the neighbors of $x$ using only the value $f(x)$, without evaluating any of the neighbors. This means that in elementary landscapes we get additional information from a single solution evaluation. We get an idea of what is the quality of the solutions around the current one. This information can be used to design more clever search strategies and operators which effectively use the information.

Lu et al. [5] provide a nice example of the application of the landscape analysis to improve the performance of a search method. In their work, the performance of the Sampling Hill Climbing is improved by avoiding the evaluation of non-promising solutions. The average fitness value in the neighborhood of the solutions computed with (1) is at the core of their proposal.

When the landscape is not elementary it is always possible to write the objective function as a sum of elementary components, called elementary landscape decomposition of a problem [1]. Then, Grover’s wave equation can be applied to each elementary component and all the results are summed to give the average fitness in the neighborhood of a solution. Furthermore, for some problems the average cannot be limited to the neighborhood of a solution, but it can be extended to the second-order neighbors (neighbors of neighbors), third-order neighbors, and, in general, to any arbitrary region around a given solution, including the whole search space. Sutton et al. [9] show how to compute the averages over spheres and balls of arbitrary radius around a given solution in polynomial time using the elementary landscape decomposition of real-valued functions over binary strings. In [9] they propose a method that uses these averages over the balls around a solution to escape from plateaus in the MAX-$k$-SAT problem. The empirical results noticed an improvement when the method was applied. Langdon [4] also analyzed the spheres of arbitrary radius from the point of view of landscape theory, highlighting that the Walsh functions are eigenvectors of the spheres and the mutation matrix in GAs.

If we extend the landscape analysis of the objective function $f$ to their powers ($f^2$, $f^3$, etc.), Grover’s wave equation allows one to compute higher-order moments of the fitness distribution around a solution and, with them, the variance, the skewness and the kurtosis of this distribution. Sutton et al. [10] provide an algorithm for this computation.

We analyze here the Test Suite Minimization problem in regression testing from the point of view of landscape theory. This software engineering problem consists in selecting a set of test cases from a large test suite that satisfies a given condition, like maximizing the coverage and minimizing the oracle cost [13].
The remainder of the paper is organized as follows. In Section 2 we present the mathematical tools required to understand the rest of the paper and Section 3 formally defines the Test Suite Minimization problem. Section 4 presents the two main contributions: the elementary landscape decomposition of the objective function of the problem and its square. We provide closed-form formulas for both \( f \) and \( f^2 \). In the mathematical development we include a novel application of the Kravtchouk matrices to the landscape analysis. Section 5 proposes an application of the decompositions of \( f \) and \( f^2 \) and presents a short experimental study showing the benefits (and drawbacks) of the proposal. Finally, with Section 6 we conclude the paper.

2 Background

In this section we present some fundamental results of landscape theory. We will only focus on the relevant information required to understand the rest of the paper. The interested reader can deepen on this topic in [7].

Let \((X, N, f)\) be a landscape, where \(X\) is a finite set of solutions, \(f : X \to \mathbb{R}\) is a real-valued function defined on \(X\) and \(N : X \to 2^X\) is the neighborhood operator. The adjacency and degree matrices of the neighborhood \(N\) are defined as:

\[
A_{xy} = \begin{cases} 
1 & \text{if } y \in N(x) \\
0 & \text{otherwise}
\end{cases} \\
D_{xy} = \begin{cases} 
|N(x)| & \text{if } x = y \\
0 & \text{otherwise}
\end{cases}
\]

We restrict our attention to regular neighborhoods, where \(|N(x)| = d > 0\) for a constant \(d\), for all \(x \in X\). Then, the degree matrix is \(D = dI\), where \(I\) is the identity matrix. The Laplacian matrix \(\Delta\) associated to the neighborhood is defined by \(\Delta = A - D\). In the case of regular neighborhoods it is \(\Delta = A - dI\). Any discrete function, \(f\), defined over the set of candidate solutions can be characterized as a vector in \(\mathbb{R}^{|X|}\). Any \(|X| \times |X|\) matrix can be interpreted as a linear map that acts on vectors in \(\mathbb{R}^{|X|}\). For example, the adjacency matrix \(A\) acts on function \(f\) as follows

\[
A f = \begin{pmatrix} 
\sum_{y \in N(x, 1)} f(y) \\
\sum_{y \in N(x, 2)} f(y) \\
\vdots \\
\sum_{y \in N(x, |X|)} f(y)
\end{pmatrix}; \quad (A f)(x) = \sum_{y \in N(x)} f(y)
\]

Thus, the component \(x\) of \((A f)\) is the sum of the function value of all the neighbors of \(x\). Stadler defines the class of elementary landscapes where the function \(f\) is an eigenvector (or eigenfunction) of the Laplacian up to an additive constant [8]. Formally, we have the following

**Definition 1.** Let \((X, N, f)\) be a landscape and \(\Delta\) the Laplacian matrix of the configuration space. The function \(f\) is said to be elementary if there exists a constant \(b\), which we call offset, and an eigenvalue \(\lambda\) of \(-\Delta\) such that \((-\Delta)(f - b) = \lambda(f - b)\). The landscape itself is elementary if \(f\) is elementary.
We use $-\Delta$ instead of $\Delta$ in the definition to avoid negative eigenvalues. In connected neighborhoods (the ones we consider here) the offset $b$ is the average value of the function over the whole search space: $b = \bar{f}$. Taking into account basic results of linear algebra, it can be proved that if $f$ is elementary with eigenvalue $\lambda$, $af+b$ is also elementary with the same eigenvalue $\lambda$. Furthermore, in regular neighborhoods, if $g$ is an eigenfunction of $-\Delta$ with eigenvalue $\lambda$, then $g$ is also an eigenvalue of $A$, the adjacency matrix, with eigenvalue $d-\lambda$. The average value of the fitness function in the neighborhood of a solution can be computed using the expression $\text{avg}\{f(y)\}_{y \in N(x)} = \frac{1}{d}(A f)(x)$. If $f$ is an elementary function with eigenvalue $\lambda$, then the average is computed as:

$$\text{avg}\{f(y)\}_{y \in N(x)} = \frac{1}{d}(A f)(x) = \frac{d - \lambda}{d} (f(x) - \bar{f}) + \bar{f} = f(x) + \frac{\lambda}{d}(\bar{f} - f(x))$$

and we get Grover’s wave equation. In the previous expression we used the fact that $f - \bar{f}$ is an eigenfunction of $A$ with eigenvalue $d-\lambda$.

The previous definitions are general concepts of landscape theory. Let us focus now on the binary strings with the one-change neighborhood, which is the representation and the neighborhood we use in the test suite minimization problem. In this case the solution set $X$ is the set of all binary strings of size $n$. Two solutions $x$ and $y$ are neighboring if one can be obtained from the other by flipping a bit, that is, if the Hamming distance between the solutions, denoted with $H(x, y)$, is 1. We define the sphere of radius $k$ around a solution $x$ as the set of all solutions lying at Hamming distance $k$ from $x$ [10]. A ball of radius $k$ is the set of all the solutions lying at Hamming distance lower or equal to $k$. In analogy to the adjacency matrix we define the sphere and ball matrices of radius $k$ as:

$$S_{xy}^{(k)} = \begin{cases} 1 \text{ if } H(x, y) = k \\ 0 \text{ otherwise} \end{cases} \quad P_{xy}^{(k)} = \sum_{\rho=0}^{k} S_{xy}^{(\rho)} = \begin{cases} 1 \text{ if } H(x, y) \leq k \\ 0 \text{ otherwise} \end{cases}$$ (4)

Since the ball matrices are based on the sphere matrices we can focus on the latter. The sphere matrix of radius one is the adjacency matrix of the one-change neighborhood, $A$, and the sphere matrix of radius zero is the identity matrix, $I$. Following [10], the matrices $S^{(k)}$ can be defined using the recurrence:

$$S^{(0)} = I; \quad S^{(1)} = A; \quad S^{(k+1)} = \frac{1}{k+1} \left( A \cdot S^{(k)} - (n - k + 1) S^{(k-1)} \right)$$ (5)

With the help of the recurrence we can write all the matrices $S^{(k)}$ as polynomials in $A$, the adjacency matrix. For example, $S^{(2)} = \frac{1}{2}(A^2 - nI)$. As we previously noted, the eigenvectors of the Laplacian matrix $\Delta$ are eigenvectors of the adjacency matrix $A$. On the other hand, if $f$ is eigenvector of $A$, then it is also an eigenvector of any polynomial in $A$. As a consequence, all the functions that are elementary are eigenvectors (up to an additive constant) of $S^{(k)}$ and
their eigenvalues can be computed using the same polynomial in $A$ that gives the expression for $S^{(k)}$. The same is true for the ball matrices $B^{(k)}$, since they are a sum of sphere matrices. Let us define the following series of polynomials:

\[
S^{(0)}(x) = 1 \tag{6}
\]

\[
S^{(1)}(x) = x \tag{7}
\]

\[
S^{(k+1)}(x) = \frac{1}{k+1} \left( x \cdot S^{(k)}(x) - (n - k + 1)S^{(k-1)}(x) \right) \tag{8}
\]

We use the same name for the polynomials and the matrices related to the spheres. The reader should notice, however, that the polynomials will be always presented with their argument and the matrices have no argument. That is, $S^{(k)}$ is the matrix and $S^{(k)}(x)$ is the polynomial. Using the previous polynomials, the matrix $S^{(k)}$ can be written as $S^{(k)}(A)$ (the polynomial $S^{(k)}(x)$ evaluated in the matrix $A$) and any eigenvector $g$ of $A$ with eigenvalue $\lambda$ is also an eigenvector of $S^{(k)}(A)$ with eigenvalue $S^{(k)}(\lambda)$.

One relevant set of eigenvectors of the Laplacian in the binary representation is that of Walsh functions [11]. Furthermore, the Walsh functions form an orthogonal basis of eigenvectors in the configuration space. Thus, they have been used to find the elementary landscape decomposition of problems with a binary representation like the SAT [6]. We will use these functions to provide the landscape decomposition of the objective function of the test suite minimization problem. Given the space of binary strings of length $n$, $\mathbb{B}^n$, a (non-normalized) Walsh function with parameter $w \in \mathbb{B}^n$ is defined as:

\[
\psi_w(x) = \prod_{i=1}^{n} (-1)^{w_i x_i} = (-1)^{\sum_{i=1}^{n} w_i x_i} \tag{9}
\]

Two useful properties of Walsh functions are $\psi_w \cdot \psi_v = \psi_{w \oplus v}$ where $w + v$ is the bitwise sum in $\mathbb{Z}_2$ of $w$ and $v$; and $\psi_w^2 = \psi_w \cdot \psi_w = \psi_{2w} = \psi_0 = 1$. We define the order of a Walsh function $\psi_w$ as the value $\langle w \mid w \rangle = \sum_{i=1}^{n} w_i$, that is, the number of ones in $w$. A Walsh function with order $p$ is elementary with eigenvalue $\lambda = 2^p$ [8]. The average value of a Walsh function of order $p > 0$ is zero, that is, $\psi_w = 0$ if $w$ has at least one 1. The only Walsh function of order $p = 0$ is $\psi_0 = 1$, which is a constant.

In the mathematical development of Section 4 we will use, among others, Walsh functions of order 1 and 2. Thus, we present here a special compact notation for those binary strings having only one or two bits set to 1. We will denote with $i$ the binary string with position $i$ set to 1 and the rest set to 0. We also denote with $i \cdot j$ ($i \neq j$) the binary string with positions $i$ and $j$ set to 1 and the rest to 0. We omit the length of the string $n$, but it will be clear from the context. For example, if we are considering binary strings in $\mathbb{B}^4$ we have $1 = 1000$ and $2, 3 = 0110$. Using this notation we can write

\[
\psi_i(x) = (-1)^{x_i} = 1 - 2x_i \tag{10}
\]

Given a set of binary strings $W$ and a binary string $u$ we denote with $W \land u$ the set of binary strings that can be computed as the bitwise AND of a string
in \( W \) and \( u \), that is, \( W \land u = \{ w \land u \mid w \in W \} \). For example, \( B^4 \land 0101 = \{0000, 0001, 0100, 0101\} \).

Since the Walsh functions form an orthogonal basis of \( \mathbb{R}^n \), any arbitrary pseudoboolean function can be written as a weighted sum of Walsh functions in the following way:

\[
f = \sum_{w \in \mathbb{B}^n} a_w \psi_w
\]

where the values \( a_w \) are called Walsh coefficients. We can group together the Walsh functions having the same order to find the elementary landscape decomposition of the function. That is:

\[
f^{(p)} = \sum_{w \in \mathbb{B}^n \atop \langle w | w \rangle = p} a_w \psi_w
\]

where each \( f^{(p)} \) is an elementary function with eigenvalue \( 2p \). The function \( f \) can be written as a sum of the \( n+1 \) elementary components, that is: \( f = \sum_{p=0}^{n} f^{(p)} \). Thus, any function can be decomposed in a sum of at most \( n \) elementary landscapes, since we can add the constant value \( f^{(0)} \) to any of the other elementary components.

Once we know that the possible eigenvalues of the elementary components of any function \( f \) are \( 2p \) with \( 0 \leq p \leq n \), we can compute the possible eigenvalues of the sphere matrices. Since the size of the neighborhood is \( d = n \), we conclude that the only possible eigenvalues for the spheres are \( S^{(k)}(n-2p) \) with \( p \in \{0,1,\ldots,n\} \). With the help of Eqs. (6) to (8) we can write a recurrence formula for the eigenvalues of the sphere matrices whose solution is \( S^{(k)}(n-2p) = \mathcal{K}_{k,p}^{(n)} \),

where \( \mathcal{K}_{k,p}^{(n)} \) is the \((k,p)\) element of the \( n \)-th Krawtchouk matrix \([10]\), which is an \((n+1) \times (n+1)\) integer matrix. We will use Krawtchouk matrices to simplify the expressions and reduce the computation of the elementary components of the test suite minimization. The interested reader can deepen on Krawtchouk matrices in \([3]\). One important property of the Krawtchouk matrices that will be useful in Section 4 is:

\[
(1 + x)^{n-p}(1 - x)^p = \sum_{k=0}^{n} x^k \mathcal{K}_{k,p}^{(n)}
\]

Each component \( f^{(p)} \) of the elementary landscape decomposition of \( f \) is an eigenfunction of the sphere matrix of radius \( r \) with eigenvalue \( S^{(r)}(n-2p) = \mathcal{K}_{r,p}^{(n)} \). Thus, we can compute the average fitness value in a sphere of radius \( r \) around a solution \( x \) as:

\[
\text{avg}\{f(y)\} = \left(\frac{n}{r}\right)^{-1} \sum_{p=0}^{n} \mathcal{K}_{r,p}^{(n)} f^{(p)}(x)
\]
We can also compute the $c$-th moment of the function $f$ in a sphere of radius $r$ if we know the elementary landscape decomposition of $f^c$:

\[
\mu_c = \text{avg} \{ f^c(y) \} = \left( \frac{n}{r} \right)^{-1} \sum_{p=0}^{n} \lambda^{(p)}_{f^c}(x)
\]  

(15)

3 Test Suite Minimization Problem

When a piece of software is modified, the new software is tested using some previous test cases in order to check if new errors were introduced. This check is known as regression testing. In [14] Yoo and Harman provide a very complete survey on search-based techniques for regression testing. They distinguish three different related problems: test suite minimization, test case selection and test case prioritization. The problem we face here is the test suite minimization [13]. We define the problem as follows. Let $T = \{t_1, t_2, \ldots, t_n\}$ be a set of tests for a program and let $M = \{m_1, m_2, \ldots, m_k\}$ be a set of elements of the program that we want to cover with the tests. After running all the tests $T$ we find that each test can cover several program elements. This information is stored in a matrix $T$ that is defined as:

\[
T_{ij} = \begin{cases} 
1 & \text{if node } m_i \text{ is covered by test } t_j \\
0 & \text{otherwise}
\end{cases}
\]  

(16)

We define the coverage of a subset of tests $X \subseteq T$ as:

\[
\text{coverage}(X) = \{ \exists j \in X, T_{ij} = 1 \}
\]  

(17)

The problem consists in finding a subset $X \subseteq T$ such that the coverage is maximized while the number of tests cases in the set $|X|$ is minimized. We can define the objective function of the problem as the weighted sum of the coverage and the number of tests. Thus, the objective function can be written as:

\[
f(X) = \text{coverage}(X) - c \cdot |X|
\]  

(18)

where $c$ is a constant that set the relative importance of the cost and coverage. It can be interpreted as the cost of a test measured in the same units as the benefit of a new covered element in the software. We assume here that all the elements in $M$ to be covered have the same value for the user and the cost of testing one test in $T$ is the same for all of them. We defer to future work the analysis of the objective function when this assumption is not true. Although the function proposed is a weighted sum, which simplifies the landscape analysis, non-linear functions can be also used and analyzed.

In the following we will use binary strings to represent the solutions of the problem. Thus, we introduce the decision variables $x_j \in B$ for $1 \leq j \leq n$. The variable $x_j$ is 1 if test $t_j$ is included in the solution and 0 otherwise. With
this binary representation the coverage, the number of ones of a string and the objective function \( f \) can be written as:

\[
\text{coverage}(x) = \sum_{i=1}^{k} \max_{j=1}^{n} \{T_{ij}x_j\}; \quad \text{ones}(x) = \sum_{j=1}^{n} x_j
\] (19)

\[
f(x) = \sum_{i=1}^{k} \max_{j=1}^{n} \{T_{ij}x_j\} - c \cdot \text{ones}(x)
\] (20)

4 Elementary Landscape Decomposition

In this section we present two of the main contributions of this work: the elementary landscape decomposition of \( f \) and \( f^2 \). In order to simplify the equations let us introduce some notation. Let us define the sets \( V_i = \{j | T_{ij} = 1\} \). \( V_i \) contains the indices of the tests which cover the element \( m_i \). We also use in the following the term \( T_i \) to refer to the binary string composed of the elements of the \( i \)-th row of matrix \( T \). \( T_i \) is a binary mask with 1s in the positions that appear in \( V_i \).

4.1 Decomposition of \( f \)

The goal of this section is to find the Walsh decomposition of \( f \). We first decompose the functions \( \text{coverage}(x) \) and \( \text{ones}(x) \) into elementary landscapes and then we combine the results. Let us start by analyzing the \( \text{coverage} \) function and, in particular, let us write the maximum in its definition as a weighted sum of Walsh functions with the help of (10).

\[
\max_{j=1}^{n} \{T_{ij}x_j\} = 1 - \prod_{j \in V_i} (1 - T_{ij}x_j) = 1 - \prod_{j \in V_i} (1 - x_j)
\]

\[
= 1 - \prod_{j \in V_i} \frac{1 + \psi_j(x)}{2} = 1 - 2^{-|V_i|} \prod_{j \in V_i} (1 + \psi_j(x))
\] (21)

We can expand the product of Walsh functions in (21) using \( \psi_u \psi_v = \psi_{u+v} \) to get the Walsh decomposition of \( \max_{j=1}^{n} \).

\[
\max_{j=1}^{n} \{T_{ij}x_j\} = 1 - 2^{-|V_i|} \prod_{j \in V_i} (1 + \psi_j(x)) = 1 - 2^{-|V_i|} \sum_{w \in \mathbb{B}^{|V_i|}} \psi_w(x)
\] (22)

Using the Walsh decomposition we can obtain that elementary landscape decomposition. The elementary components are the sums of weighted Walsh functions having the same order (number of ones in the string \( w \)). We can distinguish two cases: the constant elementary component (with order 0) and
the non-constant components. Then, the elementary landscape decomposition of \( \max_{j=1}^n \{ T_i \times_j \} \) is:

\[
\max_{j=1}^n \{ T_i \times_j \}^{(0)} = 1 - \frac{1}{2^{|V_i|}}
\]

\[
\max_{j=1}^n \{ T_i \times_j \}^{(p)} = -\frac{1}{2^{|V_i|}} \sum_{w \in \mathbb{F}^n \land T_i \wedge (w, w) - p} \psi_w(x) \quad \text{where } p > 0
\]

Eqs. (23) and (24) are the elementary landscape decomposition of the coverage of one single software element. We just have to add all the components of all the \( k \) elements to get the elementary landscape decomposition of \( \text{coverage}(x) \). However, we should highlight that the previous expression is not very efficient to compute the components of the maximum. We can observe that it requires to compute a sum of \( \left( \frac{|V_i|}{p} \right) \) Walsh functions. Before combining all the pieces to get the elementary landscape decomposition of the objective function of the problem, we need first to find a simpler and more efficient expression for the elementary components of the coverage of one single element.

Up to the best of our knowledge, this is the first time that the following mathematical development is performed in the literature. The essence of the development, however, is useful by itself and can be applied to other problems with binary representation in which the Walsh analysis can be applied (like the Max-SAT problem). We will focus on the summation of (24). Let us rewrite this expression again as:

\[
\sum_{w \in \mathbb{F}^n \land T_i \wedge (w, w) - p} \psi_w(x) = \sum_{w \in \mathbb{F}^n \land T_i \wedge (w, w) - p} \prod_{j \in \mathbb{F}^n \land T_i} \psi_j(x)
\]

Now we can identify the second member of the previous expression with the coefficient of a polynomial. Let us consider the polynomial \( Q^{(0)}_x(z) \) defined as:

\[
Q^{(0)}_x(z) = \prod_{j \in V_i} (z + \psi_j(x)) = \sum_{l=0}^{|V_i|} z^l \left( \sum_{w \in \mathbb{F}^V \land T_i \wedge |w| = |V_i| - l} \prod_{j \in \mathbb{F}^n \land T_i} \psi_j(x) \right) = \sum_{l=0}^{|V_i|} q_l z^l
\]

From (26) we conclude that the summation in (25) is the coefficient of \( z^{|V_i| - p} \) in the polynomial \( Q^{(0)}_x(z) \), that is, \( q_{|V_i| - p} \). According to (10) and (26) we can write \( Q^{(0)}_x(z) = (z + 1)^{n_0} \times (z - 1)^{n_1} \) where \( n_0 \) and \( n_1 \) are the number of zeros and ones, respectively, in the positions \( x_j \) of the solution with \( j \in V_i \). It should be clear that \( n_0 + n_1 = |V_i| \). Now we can profit from the fact that, according to (13), the polynomials \( Q^{(0)}_x(z) \) are related to the Kronecker matrices by \( Q^{(0)}_x(z) = (-1)^{n_1} \sum_{l=0}^{|V_i|} \kappa_{l, n_1} z^l \) and we can write \( q_l = (-1)^{n_1} \kappa_{l, n_1} \). Finally
we obtain:

\[
\sum_{w \in \mathcal{B}^3 \land T, (u, w) = p} \psi_w(x) = \sum_{W \in \mathcal{P}(\{1, \ldots, k\})} \prod_{j \in W} \psi_j(x) = q_{\mathcal{W} - 1 - p} = (-1)^{n_i^{(j)}} K^{V_i}_{|V_i - p, n_i^{(j)}}
\]  

(27)

The first \( N \) Krawtchouk matrices can be computed in \( O(N^3) \). Furthermore, they can be computed once and stored in a file for future use. Thus, we transform the summation over a large number of Walsh functions into a count of the number of ones in a bit string and a read of a value stored in memory, which has complexity \( O(n) \). Eq. (27) is an important result that allows us to provide an algorithm for evaluating the elementary landscape decomposition of our objective function. This algorithm is more efficient than the one proposed by Sutton et al. in [10]. We can now extend the elementary landscape decomposition to the complete coverage of all the elements. That is:

\[
\text{coverage}^{(0)}(x) = \sum_{i=1}^{k} \max_{j=1}^{n} \{T_{ij}x_j\}^{(0)} = \sum_{i=1}^{k} \left( 1 - \frac{1}{2^{V_i}} \right)
\]

(28)

\[
\text{coverage}^{(p)}(x) = \sum_{i=1}^{k} \max_{j=1}^{n} \{T_{ij}x_j\}^{(p)} = - \sum_{i=1}^{k} \frac{1}{2^{V_i}} (-1)^{n_i^{(j)}} K^{V_i}_{|V_i - p, n_i^{(j)}}
\]

(29)

where \( p > 0 \). The previous expressions can be computed in \( O(nk) \).

We now need the decomposition of the function \( \text{ones}(x) \):

\[
\text{ones}(x) = \sum_{j=1}^{n} x_j = \frac{1}{2} \sum_{j=1}^{n} \psi_j(x) = \frac{n}{2} - \frac{1}{2} \sum_{j=1}^{n} \psi_j(x)
\]

(30)

Then, we can write:

\[
\text{ones}^{(0)}(x) = \frac{n}{2}; \quad \text{ones}^{(1)}(x) = - \frac{1}{2} \sum_{j=1}^{n} \psi_j(x) = \text{ones}(x) - \frac{n}{2}
\]

(31)

which is the elementary landscape decomposition of \( \text{ones}(x) \). Finally, we combine this result with the decomposition of \( \text{coverage}(x) \) to obtain the decomposition of \( f \):

\[
f^{(0)}(x) = \sum_{i=1}^{k} \left( 1 - \frac{1}{2^{V_i}} \right) - c \cdot \frac{n}{2}
\]

(32)

\[
f^{(1)}(x) = - \sum_{i=1}^{k} \frac{1}{2^{V_i}} (-1)^{n_i^{(j)}} K^{V_i}_{|V_i - 1, n_i^{(j)}} - c \cdot \left( \text{ones}(x) - \frac{n}{2} \right)
\]

(33)

\[
f^{(p)}(x) = - \sum_{i=1}^{k} \frac{1}{2^{V_i}} (-1)^{n_i^{(j)}} K^{V_i}_{|V_i - p, n_i^{(j)}} \quad \text{where} \ 1 < p \leq n
\]

(34)
All of the previous expressions can be computed in $O(nk)$. Since the maximum number of elementary components is equal to $n$, we can obtain the evaluation of all the elementary components of an arbitrary solution $x$ in $O(n^2 k)$. We found an algorithm with complexity $O(nk)$ to compute all the elementary components of $f$. This complexity is lower than the $O(n^n)$ complexity of the algorithm proposed in [10].

### 4.2 Decomposition of $f^2$

In the previous section we found the elementary landscape decomposition of $f$. In this section we are interested in the elementary landscape decomposition of $f^2$, since it allows to compute the variance in any region (sphere or ball) around any arbitrary solution $x$. The derivation of the elementary landscape decomposition of $f^2$ is based again in the Walsh analysis of the function. Combining the Walsh decomposition in (22) with the one of (30) and the definition of $f$ in (20), the function $f^2$ can be written as:

$$f^2(x) = \left( k - \frac{cn}{2} \right) - \sum_{i=1}^{k} \left( \frac{1}{2|V_i|} \sum_{w \in \mathbb{F}^n \cap T_i} \psi_w(x) \right) + \frac{c}{2} \sum_{j=1}^{n} \psi_j^2(x)$$

We need to expand the expression in order to find the elementary landscape decomposition. Due to space constraints we omit the intermediate steps and present the final expressions of the elementary components of $f^2$:

\[
(f^2)^{(0)}(x) = \beta^2 + \frac{c^2}{4} n - \sum_{i=1}^{k} \left( \frac{c|V_i|}{2|V_i|} \right) + \frac{c}{2} \sum_{i,\bar{r},r} \frac{1}{2|V_i \cup V_{\bar{r}}|}
\]

\[
(f^2)^{(1)}(x) = c\beta(n - 2\text{ones}(x)) - \sum_{i=1}^{k} \left( \frac{c|V_i|}{2|V_i|} \right) + \frac{c}{2} \sum_{i,\bar{r},r} \frac{1}{2|V_i \cup V_{\bar{r}}|}
\]

\[
(f^2)^{(2)}(x) = \frac{c^2}{2} \left(-1\right)^{\text{ones}(x)} n^2 \left( n - 2\text{ones}(x) \right) - \sum_{i=1}^{k} \left( \frac{c|V_i|}{2|V_i|} \right) + \frac{c}{2} \sum_{i,\bar{r},r} \frac{1}{2|V_i \cup V_{\bar{r}}|}
\]
\[
(f^3)^{(p)}(x) = - \sum_{i=1}^{k} \left( \frac{(c|V_i| + 2\beta)(-1)^{n_{i,i}^{[i]}}}{2|V_i|} \right) \\
+ \sum_{i,p=1, i \neq p}^{k} \left( \frac{(-1)^{n_{i,p}^{[i,p]}}}{2|V_i \cup V_p|} \right) \\
- \varepsilon \sum_{i=1}^{k} \left( \frac{(-1)^{n_{i,i}^{[i]}}}{2|V_i|} \right) \left( n - 2one_\varepsilon(x) - |V_i| + 2n^{(i)} \right)
\]

where \( \beta = k - cn/2, n_{i,i}^{[i,i]} \) are the number of ones in the positions \( x_j \) of the solution with \( j \in V_i \cup V_P \) and \( p \geq 2 \). The elementary components \((36), (37)\) and \((38)\) can be computed in \(O(nk^2)\). Furthermore, we found an algorithm which computes all (not only one) the components in \(O(nk^2)\).

5 Application of the Decomposition

In Section 4 we have derived closed-form formulas for each elementary component of \( f \) and \( f^2 \). Using this decompositions we can compute the average \( \mu_1 \) and the standard deviation \( \sigma \) of the fitness distribution in the spheres and balls of arbitrary radius around a given solution \( x \). Once we have the evaluation of the elementary components, the first and second order moments of \( f, \mu_1 \) and \( \mu_2 \), can be computed from Eqs. \((32)-(34)\) and \((35)-(38)\) in \(O(n)\) for any ball or sphere around the solution using \((15)\). The standard deviation can be computed from the two first moments using the equation \( \sigma = \sqrt{\mu_2 - \mu_1^2} \).

How can we use this information? We propose here the following operator. Given a solution \( x \) compute the \( \mu_1 \) and \( \sigma \) of the fitness distribution around the solution in all the spheres and balls up to a maximum radius \( r \). We can do this in \(O(nk^2)\), assuming that \( r \) is fixed. Using the averages and the standard deviations computed, we check if there is a high probability of finding a solution in a region around \( x \) that is better than the best so far solution. This check is based on the expression \( \mu_1 + d \cdot \sigma \leq best \), where \( d \) is parameter and \( best \) is the fitness value of the best so far solution. The higher the value of the previous expression, the higher the probability of finding a solution in the corresponding region that is better than the best solution. The previous expression is based on the idea that most of the samples of a distribution can be found around the average at a distance that is a few times the standard deviation. For example, at least 75% of the samples can be found in the interval \([\mu_1 - 2\sigma, \mu_1 + 2\sigma]\). In the case of the normal distribution, the percentage is 95%. In our operator, if \( \mu_1 + d \cdot \sigma > best \), then it is likely that a solution better than the best found can be inside the considered region. If that happens, then a local search is performed in the region. This local search evaluates all the solutions in that region and replaces the current one by the best solution found. The pseudocode of the operator is in Algorithm 1.

We call this operator Guarded Local Search (GLS) because it applies the local search only in the case that there exists some evidence for the success. In addition, the local search is performed in the region in which most probably a
**Algorithm 1** Pseudocode of the GLS operator

1: best = best so far solution;
2: bestRegion = none;
3: quality = -\infty;
4: for r \in all the considered regions do
5: (\mu_1, \sigma) = computeAvgStdDev(x, r);
6: if \mu_1 + d \cdot \sigma - best > quality then
7: quality = \mu_1 + d \cdot \sigma - best;
8: bestRegion = r;
9: end if
10: end for
11: y = x;
12: if quality > 0 then
13: y = applyLocalSearchInRegion(x, bestRegion)
14: end if
15: return y

A better solution would be found, thus minimizing the computation cost of a local search in a larger region. We expect our proposed operator to have an important intensification component. Thus, a population-based metaheuristic would be a good complement to increase the diversification of the combined algorithm. The operator can improve the quality of solutions of the algorithm if it is included in, but it also will increase the runtime. However, this runtime should be quite lower than the one obtained if the local search would be applied at every step of the algorithm.

5.1 Experimental Study

As a proof of concept, we analyze the performance of the proposed operator in this section. For this experimental study we use a steady-state Genetic Algorithm (GA) with 10 individuals in the population, binary tournament selection, bit-flip mutation with probability \(p = 0.01\) of flipping a bit, one-point crossover and elitist replacement. The stopping condition is to create 100 individuals (110 fitness evaluations). We compare three variants of the GA that differ in how the local search is applied. The first variant does not include any local search operator. In the second variant, denoted with GLSr, the GLS operator of Algorithm 1 is applied to the offspring after the mutation. The regions considered are all the spheres and balls up to radius \(r\). The third variant, LSr, always applies the local search after the mutation in a ball of radius \(r\).

For the experiments we selected six programs from the Siemens suite. The programs are `printtokens`, `printtokens2`, `schedule`, `schedule2`, `totinfo` and `replace`. They are available from the Software-artifact Infrastructure Repository [2]. Each program has a large number of available test suites, from which we select the first 100 tests covering different nodes. Thus, in our experiments \(n = 100\). The constant tuning the oracle cost was set to \(c = 1\). We used three values for the radius \(r\): from 2 to 4. In the GLS the parameter \(d\) was set to \(d = 2\).
Since we are dealing with stochastic algorithms we performed 30 independent executions and we show in Table 1 the average values obtained for the fitness of the best solution found and the execution time of the algorithms, respectively.

Table 1. Fitness of the best solution found and computation time (in seconds) of the algorithms (averages over 30 independent runs)

<table>
<thead>
<tr>
<th>Alg.</th>
<th>prattosim</th>
<th>prattosim2</th>
<th>schedule</th>
<th>schedule2</th>
<th>totalinfo</th>
<th>replace</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>89.20</td>
<td>89.20</td>
<td>89.20</td>
<td>89.20</td>
<td>89.20</td>
<td>89.20</td>
</tr>
<tr>
<td>LSR</td>
<td>113.35</td>
<td>113.35</td>
<td>113.35</td>
<td>113.35</td>
<td>113.35</td>
<td>113.35</td>
</tr>
<tr>
<td>LSR</td>
<td>115.97</td>
<td>115.97</td>
<td>115.97</td>
<td>115.97</td>
<td>115.97</td>
<td>115.97</td>
</tr>
<tr>
<td>LSR</td>
<td>117.97</td>
<td>117.97</td>
<td>117.97</td>
<td>117.97</td>
<td>117.97</td>
<td>117.97</td>
</tr>
</tbody>
</table>

We can observe in Table 1 that the ordering of the algorithms according to the solutions quality is LSr > GLSr > GA. This is the expected result, since LSr always applies a depth local search while GLSr applies the local search only in some favorable circumstances. An analysis of the evolution of the best fitness value reveals that this ordering is kept during the search process.

If we focus on the computation time required by the algorithms, we observe that GA is always the fastest algorithm. When \( r \geq 3 \), GLSr is faster than LSR. However, if \( r = 2 \) then LSR is faster than GLSr. This means that the complete exploration of a ball of radius \( r = 2 \) is faster than determining if a local search should be applied in the GLS operator. Although we show here the computation times, it should be noted that this depends on the implementation details and the machines used. For this reason the stopping condition is the number of evaluations. The great amount of time required to compute the elementary components is the main drawback of the GLS operator. However, this computation can be parallelized, as well as the application of the local search. In particular, Graphic Processing Units (GPUs) can be used to compute the elementary components in parallel.

6 Conclusion

We have applied landscape theory to find the elementary landscape decomposition of the Test Suite Minimization problem in regression testing. We have also decomposed the squared objective function. Using the closed-form formulas of the decomposition we can compute the average and the standard deviation of the fitness values around a given solution \( x \) in an efficient way. With these tools we proposed an operator to improve the quality of the solutions. This operator applies a local search around the solution only if the probability of finding a best solution is high. The results of an experimental study confirms that the operator improves the solutions requiring a moderate amount of computation. A blind local search outperforms the results of our proposed operator but requires a large amount of computation as the size of the explored region increases.

The future work should focus on new applications of the theory but also on new theoretical implications of the elementary landscape decomposition, such as determining the difficulty of a problem instance by observing its elementary
components or predicting the behaviour of a search algorithm when applied to a problem.
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