Panoramic Background Modeling for PTZ Cameras with Competitive Learning Neural Networks
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Abstract—The construction of a model of the background of a scene still remains as a challenging task in video surveillance systems, in particular for moving cameras. This work presents a novel approach for constructing a panoramic background model based on competitive learning neural networks and a subsequent piecewise linear interpolation by Delaunay triangulation. The approach can handle arbitrary camera directions and zooms for a Pan-Tilt-Zoom (PTZ) camera-based surveillance system. After testing the proposed approach on several indoor sequences, the results demonstrate that the proposed method is effective and suitable to use for real-time video surveillance applications.

1. Introduction

With their high mobility and zoom capability, pan-tilt-zoom (PTZ) cameras have become increasingly popular in monitoring public areas [1], [2], [3]. Omnidirectional cameras are promising candidates for monitoring multiple latent activities in the area of interest [4]. However, these kind of cameras have nonuniform resolution and are unable to provide close observations of particular targets. In these cases, where PTZ cameras are needed, the combination of these two types of cameras (omnidirectional and PTZ) is proposed in order to facilitate a continuous monitoring of the whole surveillance area and detailed observations of specific targets simultaneously [5]. Nevertheless, this dual-camera system may be still an expensive and complex solution in some scenarios. For this reason, in this paper we are focusing on an active sensing approach to multiple object detection and tracking using a single PTZ camera.

Most cameras used in surveillance are static, and the scenes taken from this type of cameras only show one specific view of the surveillance area. For these images/videos, the most common and efficient approach to moving object detection is background subtraction, that consists in maintaining an up-to-date model of the fixed background and detecting moving objects as those that deviate from such model. Compared to other approaches, such as optical flow, this approach is computationally affordable for real-time applications, is independent of moving object velocity, and is not subject to the foreground aperture problem.

However, traditional background subtraction algorithms assume the cameras are static and this leads to false detection when the camera moves [6], [7]. Due to this camera movement, even pixels belonging to static objects appear to move in the camera frame (called ego-motion effect).

Extensive research has been carried out regarding object detection for moving cameras. Some proposal are based on the optical flow clustering, that consists in calculating dense or sparse optical flows and clustering them to identify moving object regions [8]. Another methods are based on the estimation of the transformation parameters between consecutive frames [9]. Our approach is based on mosaicing the background [10], [11], that consist in creating a mosaiced or panoramic background image and then using a background subtraction technique to extract moving object regions.

The problem of moving objects detection for PTZ cameras is addressed in this paper, and we propose a method based on building a panoramic background model using a competitive neural network. Apart of the traditional and frequently cited seminal papers related to competitive learning [12], [13], [14], recent successful applications in the computer vision field can be found in the literature [15], [16], [17], [18]. In our approach, a competitive neural network is used to build a panoramic background model for object detection. Due to the huge input information, a large number of neurons has been used and the neuron prototypes have been organized in a quad-tree in order to be quickly evaluated.

The rest of the paper is organized as follows. In section 2, a more detailed description of the proposed neural model is presented. In section 3, we present the results achieved with the implementation of the proposed approach. Finally, section 4 includes some concluding remarks.

2. The model

In this section a competitive learning based system to learn the background of a panoramic scene from the input of a PTZ camera is proposed. First the data acquisition procedure to transform the input video frames into input samples for the competitive learning network is considered (Subsection 2.1). Then the competitive learning model is described (Subsection 2.2). Finally, an interpolation procedure...
is designed to estimate the background from the final state of the competitive learning network, which is based on a Delaunay triangulation (Subsection 2.3).

2.1. Data acquisition

The data from which we start are the acquired video frames of the PTZ camera. These are video frames with fixed width and height, and every pixel has two frame coordinates \((x, y)\). To transform these frame coordinates to another coordinate system in the panoramic image, the first step is to obtain the spherical coordinates associated to the frame coordinates and then carry out a scalar transformation to the dimensions of the panoramic image.

In order to find out required polar coordinates \((\theta, \phi)\) of an arbitrary point \(A\) belonging to projection plane \((x, y)\) a pinhole camera model is used, consisting of a sphere centered on the coordinate origin and a projection plane (see Fig. 1a), whose bounds are the width and height of the frame window in pixels: \(w, h\). In this work the virtual PTZ library [19] is employed, so we must follow the coordinate system criteria used by that library. We start with the case of camera orientation \((\text{pan}, \text{tilt}) = (0, 0)\), which corresponds to see the positive Z axis from the origin. The general case, when \(\text{pan} \neq 0\), \(\text{tilt} \neq 0\) is obtained from the particular case by means of a coordinate system transformation.

The coordinates of vector \(OA\) in coordinate system \(O\) can be found as projections on the coordinate axes:

\[
(v_x, v_y, v_z) = (x - w/2, h/2 - y, r)
\]

where \(v_z = r\), since points \(A\) and \(C\) are located on the same plane. \(v_x\) and \(v_y\) is calculated taking in account that \(A\) on the projection plane is based relatively of the left top corner of the frame. Radius \(r\) is calculated using the vertical field of view \((\text{FOV})\), which is known. We only need to notice that \(\text{FOC} = \text{FOV}/2\), and \(\text{FOC}\) is a right triangle, so

\[
\tan(\text{FOV}/2) = \frac{\text{FC}}{r} \iff r = \frac{h/2}{\tan(\text{FOV}/2)}
\]

This way the camera coordinates are computed. In order to extend the particular case to the generic case and obtain the world coordinates we need to recalculate vector \(OC\) from the \(O\) coordinate system into the rotated coordinate system \(O'\). The coordinates are found by means of multiplication by the inverse of a double rotation matrix. This matrix can be found by multiplication of two rotation matrices: around \(X\) and \(Z\) axes by \((\text{pan}, \text{tilt})\):

\[
R = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(\text{tilt}) & -\sin(\text{tilt}) \\
0 & \sin(\text{tilt}) & \cos(\text{tilt})
\end{pmatrix} \cdot 
\begin{pmatrix}
\cos(\text{pan}) & -\sin(\text{pan}) & 0 \\
\sin(\text{pan}) & \cos(\text{pan}) & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
A' = (v'_x, v'_y, v'_z) = R^{-1} \cdot (v_x, v_y, v_z)
\]

Now, when the new coordinates \(A'\) are computed, we only need the spherical coordinates transformation to obtain \(\theta\) and \(\phi\):

\[
\begin{align*}
v_x' &= R\cos(\phi)\sin(\theta) \\
v_y' &= R\sin(\phi)\sin(\theta) \\
v_z' &= R\cos(\theta)
\end{align*}
\]

By rearranging the formulas:

\[
\begin{align*}
\phi &= \arctan\left(\frac{v_y'}{v_x'}\right) \\
\theta &= \arccos\left(\frac{v_z'}{R}\right) = \arccos\left(\frac{v_z'}{\sqrt{v_{x'}^2 + v_{y'}^2 + v_{z'}^2}}\right)
\end{align*}
\]

The obtained samples are real valued vectors, whose two first components are the spherical coordinates \(\phi\) and \(\theta\) of a pixel, while the third last ones are the observed RGB color values at that pixel:

\[
x = (\theta, \phi, r, g, b) = (x_1, x_2, x_3, x_4, x_5)
\]

so that \(x \in \mathbb{R}^5\). At each time instant \(t\), a new episode \(S_t \subset \mathbb{R}^5\) is acquired which contains one sample for each pixel of the incoming video frame at time \(t\). Therefore the cardinal of \(S_t\) is the number of pixels in the video frame.

2.2. Competitive learning network

Next a competitive learning model for panoramic scenes captured by PTZ cameras is developed. In order to learn the details of the scene, a large number of neurons \(N\) is employed, which is lower but in the same order of magnitude as the number of pixels of the full panorama. Following the strategy in [20], the input vectors \(x \in \mathbb{R}^5\) are divided into two sections. The first section contains the positional information in the video frame, while the second section contains the color features. In our case, the first section comprises the two spherical coordinates \(\phi\) and \(\theta\), while the second section contains the RGB color values. All the components of the input vectors are used to update the neuron prototypes \(w_i \in \mathbb{R}^5\), but only the two first ones participate in the competition. This way, only the positional information is employed to determine which neuron is the winner. Therefore, each neuron represents the average color in a receptive field which is one region of a Voronoi tessellation of the full panorama. That is, the neurons specialize on small pixel neighborhoods of the panorama. Since the positional components can have fractional values, \((x_1, x_2) \in \mathbb{R}^2\), the network can learn fractional positional information without having to round to integer pixel positions in the panorama, which avoids losing valuable information.

Each neuron contains a prototype \(w_i \in \mathbb{R}^5\) and also a Boolean flag \(b_i \in \{\text{true, false}\}\). The flag is required to control the initialization of the neuron. Since the PTZ camera does not cover the entire panorama at a time, it is not possible to initialize all the neurons at the same time. They can only be initialized while their positional components fall into the current field of view. To this end, the Boolean flags are initialized to false. The first time that a neuron wins, its prototype is set to the input sample, and its flag is set to true.
From that point on, the neuron will be updated according to the competitive learning rule.

The proposed learning algorithm is as follows:

1) Draw a training sample \( x \) at random from the current episode \( S_t \), which has not been considered before, i.e., a random sampling without replacement is done.

2) Find the nearest neuron \( q \) in terms of Euclidean distance according to the first two vector components:

\[
q = \arg \min_{i \in \{1, \ldots, N\}} \| (w_{i,1}, w_{i,2}) - (x_1, x_2) \| \tag{8}
\]

3) If the flag \( b_q \) is true, then go to step 4. Otherwise, set the prototype of the winning neuron \( q \) to the training sample and set its flag to true:

\[
w_q = x \\
b_q = \text{true} \tag{9,10}
\]

Then go to step 5.

4) Update the winning neuron prototype according to the standard competitive learning rule:

\[
\Delta w_q = \eta(t) \cdot (x - w_q) \tag{11}
\]

where \( \eta(t) \) is a decaying learning rate that varies depending on the time step \( t \).

5) If all the samples of the current episode \( S_t \) have already been processed, then go to step 6. Otherwise, go to step 1.

6) If the last time instant \( t \) has been reached, then stop. Otherwise, increment the time instant counter \( t \), load the next episode and go to step 1.

There are two phases in the learning process: first the ordering phase where \( \eta \) experiences a linear decay (initial learning rate \( \eta_I \)); and then the convergence phase where \( \eta \) remains constant at a small value (\( \eta_C \)). This is because the ordering phase is required for the warm-up of the algorithm only, and after that the system runs for an indefinitely long time. The change of phase is monitored by a step parameter \( n \).

\[
\eta(t) = \begin{cases} 
\eta_I (1 - t/n), & \text{if } t < n \\
\eta_C, & \text{otherwise}
\end{cases} \tag{12}
\]

A theoretical analysis of the above algorithm can be carried out. Since the competition is done on the first two components, the algorithm seeks a local minimum of an energy function \( E \) which only takes into account these components:

\[
E = \sum_{i \in \{1, \ldots, N\}} \sum_{x \in F_i} \| (w_{i,1}, w_{i,2}) - (x_1, x_2) \|^2 \tag{13}
\]

where \( F_i \) is the receptive field of the \( i \)-th neuron:

\[
F_q = \left\{ x \mid q = \arg \min_{i \in \{1, \ldots, N\}} \| (w_{i,1}, w_{i,2}) - (x_1, x_2) \| \right\} \tag{14}
\]

On the other hand, the prototype update is carried out on the three last components too, so those components approximate the average color of the receptive field:

\[
(w_{i,3}, w_{i,4}, w_{i,5}) \approx E[(x_3, x_4, x_5) \mid F_i] \tag{15}
\]
As a last remark, it must be pointed out that the large number of neurons \( N \) to be used for this application requires a considerable optimization of the competition equation (8). This is accomplished by inserting all the first sections \((w_{i1}, w_{i2})\) of the neuron prototypes into a quad-tree [21]. This way (8) is evaluated very quickly, even for values of \( N \) in the millions.

## 2.3. Delaunay triangulation based interpolation

Since the positions of the neuron prototypes are given by real numbers, there is no direct way to obtain the estimated color for the integer valued pixel coordinates of the panorama. In order to overcome this difficulty, we propose to build the Delaunay triangulation [22] of the set formed by the first sections \((w_{i1}, w_{i2})\) of each neuron prototype. This way, a triangulation of the panorama is obtained. Then, for each integer valued pair of pixel coordinates \((y_1, y_2) \in \mathbb{N}^2\), the triangle which it belongs to is computed, along with its barycentric coordinates with respect to that triangle:

\[
y = \lambda_i \left(w_{i1}, w_{i2}\right) + \lambda_j \left(w_{j1}, w_{j2}\right) + \lambda_k \left(w_{k1}, w_{k2}\right)
\]

\[
i, j, k \in \{1, ..., N\}
\]

\[
\lambda_i, \lambda_j, \lambda_k \geq 0
\]

\[
\lambda_i + \lambda_j + \lambda_k = 1
\]

Then the estimated color \((y_3, y_4, y_5) \in \mathbb{R}^3\) is obtained by linear interpolation with weights equal to the barycentric coordinates:

\[
(y_3, y_4, y_5) = \lambda_i \left(w_{i3}, w_{i4}, w_{i5}\right) + \lambda_j \left(w_{j3}, w_{j4}, w_{j5}\right) + \lambda_k \left(w_{k3}, w_{k4}, w_{k5}\right)
\]

Therefore a continuous, piecewise linear function is employed to estimate the color over the panorama.

### 3. Experimental results

In this section we report the computational experiments we have carried out and their results. The software and hardware that have been used are specified in Subsection 3.1. Then, the tested video sequences are described in 3.2. The descriptions of the used parameters are in Subsection 3.3 and the descriptions of the competitors in 3.4. Finally, the obtained results from the experiments are reported in Subsection 3.5.

## 3.1. Methods

The camera control module is based on the virtualptz library [19]. It simulates a PTZ camera from a panoramic video sequence, and it is accessible from its website \(^1\). The implementation is written in C++ and it uses the OpenCV and OpenGL libraries. This virtual camera has limitations in its vertical movement, going from 0 (up) to 180 (down) degrees.

To generate the input data for the competitive neural net and for the competitors, a exhaustive scanning of the scene has been carried out. To simulate the real behavior of a PTZ camera in a practical setting, some limitations in the scan have been imposed. Starting at the top (vertical 0 degrees), we turn 360 degrees to the right with a step of 10 degrees, and when we come back to the initial point, we go down 10 degrees. This process is repeated until we arrive to the bottom and we start to go up again. Furthermore, a random zoom (vertical field of view) is applied to each frame, but again, we try to simulate a real situation. To this end, we generate a random number in an interval \([FOV, FOV + 5]\) and move this interval by steps of 5 degrees between a minimum and maximum value for the field of view, \([70, 140]\) degrees, in order to avoid strange images with irregularities.

A total of 3000 camera frames have been saved in binary files to read them synchronously by all the methods, which have been implemented in Matlab R2015b. The reported experiments have been carried out on a 64-bit Personal Computer with an eight-core Intel i7 3.60GHz CPU, 32 GB RAM and standard hardware. The implementation of our approach does not use any GPU resources.

Panoramic ground truth (GT) has been calculated doing the median of the raw panoramic video frames. For each method, we compared the panoramic image obtained with the ground truth. Three quality measures were used to evaluate the proposed approach: the first was the Mean Squared Error (MSE) metric (lower is better), which is commonly used in image processing; the second was the Structural Similarity index (higher is better), which focuses on structural similarities between images:

\[
SSIM(x, y) = \frac{(2\mu_x \mu_y)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}
\]

(21)

where \(\mu_x\) and \(\mu_y\) are the mean value of images \(x\) and \(y\), \(\sigma_x\) and \(\sigma_y\) are the standard deviation of images \(x\) and \(y\), \(\sigma_{xy}\) is the covariance of \(x\) and \(y\), \(c_1 = (k_1L)^2\) and \(c_2 = (k_2L)^2\) (\(L\) is the dynamic range, \(k_1 = 0.01\) and \(k_2 = 0.03\)). The values obtained from (21) are averaged over the three RGB channels to obtain the performance for color images. The third quantitative performance measure is the Bhattacharrya coefficient \(BC\) [23], which measures the closeness of the two discrete pixel probability distributions \(P\) and \(\hat{P}\) corresponding to the GT and modeled images:

\[
BC = \sum_{j=0}^{255} P(j) \hat{P}(j)
\]

(22)

\(^1\) https://bitbucket.org/pierre_luc_st_charles/virtualptz_standalone
where $BC \in [0, 1]$ and higher is better.

In addition, CPU times were measured offline for each input binary file to obtain the real running time of each algorithm per frame, without including the extra waiting time to acquire the next frame that would be required if we did it online.

### 3.2. Sequences

For the experiments we used two video databases. One of them has three videos which are available on the virtualptz website. They are three indoor sequences, two of them with the same scene, and they are named scenario3, scenario4 and scenario5. Because the two first ones are very similar, we have just shown the image results of the scenario3 (3500x1750 pixels and 566 video frames). The video scenario5 (3500x1750 pixels and 1957 frames) shows a room with people moving on in and doing different actions. On the other hand, we used one video sequence of the Littlstar web page\(^2\). We named this video as scenario6 (2880x1440 pixels and 1169 frames) and shows a beach with people moving and playing beach volleyball. Statistics were calculated using the four sequences.

### 3.3. Parameter selection

A set of tuned parameters is needed to define the competitive learning model. These fixed parameters are reported in Table 1.

In addition, a study of the number of neurons has been done and the results are displayed in Fig. 2. As seen, the equilibrium state is reached quickly and excellent results are obtained from only 612500 neurons (10% of total pixels).

### 3.4. Competitors

We have compared our proposed method with other three methods. The competing methods read each frame, then position it in the panoramic image matrix and finally compute the mean over all the frames.

Since data input coordinates are almost always fractional numbers, the panoramic integer coordinates where the incoming frame must be placed were calculated by rounding the original fractional coordinates. Besides, the coordinate pairs do not define a regular strictly monotonic grid, i.e., the points have no structure or order between their relative locations, so that the usual interpolation methods defined to obtain the interpolated RGB values in a panorama cannot be used. Therefore, the scattered interpolant method from MATLAB was employed to manage this situation. It provides the following interpolation variants: 'nearest' (nearest-neighbor interpolation), 'linear' (linear interpolation), and 'natural' (natural-neighbor interpolation). The same input data was provided to all the competitors as well as our method, i.e. the 3000 camera frames saved in binary files.

### 3.5. Results

A comparison of all the evaluated methods for one of the selected videos is reported in Fig. 3. This figure shows the comparative evolution of the methods with respect to the number of captured PTZ camera frames, i.e. the frame index in the video sequence. It can be observed that when a certain number of frames is reached that covers almost all the panoramic image, which is around 500 frames, our method (in red) attains the best performance values, as compared to the competing methods. In particular, MSE enhances substantially, where lower values indicate that the obtained RGB pixel values are more precise. When the number of acquired frames increases to more than 2500, all methods tend to perform similarly, but our method still remains as the best one.

Something similar happens for the other three videos. To summarize it, we have calculated the mean and standard deviation of the four sequences for each method and for each performance measure. These qualitative results are shown in Table 2. As we can see, our method outperforms the competing methods, particularly in the mean squared error. Higher values of SSIM and BC confirm that our competitive neural model produces the best approximation of the background of the scene.

The CPU time required to process one frame is a very important feature to be assessed. Table 2 shows the mean required time to process a binary file for a frame. Our method is around 85% faster than the interpolation methods. It computes the winner neurons and updates the quad-tree where they are stored in just over a second. If we consider that a movement of the virtual PTZ camera and the generation of the binary file for the current frame takes between one and three seconds, it turns out that our method is the only one that can be executed concurrently with the PTZ camera frame acquisition process. The competitors triplicate the required time and incur in a big time delay to obtain the panoramic background. The utilization of a GPU would improve between 25 and 50 times the processing rate.

In order to get a qualitative point of view about the suitability of our approach, the panoramic backgrounds generated by each method have been compared. In Fig. 5 a window of 50x50 pixels of two scenarios are displayed, with their respective raw panoramic video frame. As it can be observed, the qualitative results offered by our approach are the most similar to the ground truth. This can be better appreciated on the top and the bottom of the panoramic image, where the competitors produce black pixels that

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons $N$</td>
<td>$\lceil \text{Number of pixels}/2 \rceil$</td>
</tr>
<tr>
<td>Initial learning rate $\eta_I$</td>
<td>0.4</td>
</tr>
<tr>
<td>Convergence learning rate $\eta_C$</td>
<td>0.01</td>
</tr>
<tr>
<td>Number of steps $n$</td>
<td>1000</td>
</tr>
</tbody>
</table>

2. https://littlstar.com/
Figure 2. Evolution of the MSE, SSIM, BC and CPU time varying the number of neurons. scenario3 was used for the analysis. MSE has been displayed in a logarithmic scale (lower is better), SSIM and BC in a reverse logarithmic scale (higher is better).

Figure 3. Comparative of the MSE, SSIM and BC for the four methods with scenario3. MSE has been displayed in a logarithmic scale (lower is better), SSIM and BC in a reverse logarithmic scale (higher is better).

should not be there. The window of scenario6 is a clear example of this. Also, in the left and the right of the images produced by the competitors there are more black pixels than in our approach. With respect to the moving people of the video frame, all methods remove them efficiently and no big differences are noticed. An example of the result of our method is shown in Fig. 4.

4. Conclusion

In this work, a methodology to model the panoramic background of PTZ cameras is presented. It consists of an online learning method based on a competitive neural network to read each camera frame and process it to generate a panoramic image of the scene. Four scenes have been tested to check the feasibility of the system, obtaining suitable and successful results. Also, it has been demonstrated that our approach outperforms several competing methods. It is remarkable that the proposed model uses very little CPU time to process each input video frame, which permits a easy integration in a real time PTZ camera video surveillance system.
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TABLE 2. MEAN (STANDARD DEVIATION) MEASURES FOR EACH METHOD ALONG THE FOUR SCENARIOS

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>SSIM</th>
<th>BC</th>
<th>Time (sec/frame)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>106.87 (23.09)</td>
<td>0.9184 (0.0371)</td>
<td>0.9703 (0.0466)</td>
<td>1.1427 (0.1284)</td>
</tr>
<tr>
<td>Linear</td>
<td>233.92 (35.60)</td>
<td>0.9167 (0.0288)</td>
<td>0.9701 (0.0460)</td>
<td>1.1427 (0.1284)</td>
</tr>
<tr>
<td>Nearest neighbor</td>
<td>235.00 (35.12)</td>
<td>0.9176 (0.0282)</td>
<td>0.9701 (0.0463)</td>
<td>7.7251 (0.8171)</td>
</tr>
<tr>
<td>Natural neighbor</td>
<td>234.00 (35.63)</td>
<td>0.9162 (0.0292)</td>
<td>0.9700 (0.0459)</td>
<td>9.1097 (1.0477)</td>
</tr>
</tbody>
</table>

Figure 4. Panoramic images of scenario5 for frame 153 and the proposed method, resp.

<table>
<thead>
<tr>
<th>Frame</th>
<th>scenario3</th>
<th>scenario6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT</strong></td>
<td><img src="image1" alt="GT Image" /></td>
<td><img src="image2" alt="GT Image" /></td>
</tr>
<tr>
<td><strong>Proposed</strong></td>
<td><img src="image3" alt="Proposed Image" /></td>
<td><img src="image4" alt="Proposed Image" /></td>
</tr>
<tr>
<td><strong>linear</strong></td>
<td><img src="image5" alt="linear Image" /></td>
<td><img src="image6" alt="linear Image" /></td>
</tr>
<tr>
<td><strong>nearest</strong></td>
<td><img src="image7" alt="nearest Image" /></td>
<td><img src="image8" alt="nearest Image" /></td>
</tr>
<tr>
<td><strong>natural</strong></td>
<td><img src="image9" alt="natural Image" /></td>
<td><img src="image10" alt="natural Image" /></td>
</tr>
</tbody>
</table>

Figure 5. Graphical depiction of the operation of the proposed method. Each row, from left to right, up to down: a frame of a raw panoramic video sequence, and sections (red square) of its ground truth, our algorithm, and the three competitors algorithms. Frame 153 of scenario3 and frame 859 of scenario6 are shown.