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Abstract—We present a novel relationship between the distribution of circular and non-circular complex Gaussian random variables. Specifically, we show that the distribution of the squared norm of a non-circular complex Gaussian random variable, usually referred to as the squared Hoyt distribution, can be constructed from a conditional exponential distribution. From this fundamental connection we introduce a new approach, the Hoyt transform method, that allows to analyze the performance of a wireless link under Hoyt (Nakagami-q) fading in a very simple way. We illustrate that many performance metrics for Hoyt fading can be calculated by leveraging well-known results for Rayleigh fading and only performing a finite-range integral. We use this technique to obtain novel results for some information and communication-theoretic metrics in Hoyt fading channels.
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I. INTRODUCTION

The characterization of the distribution of a complex Gaussian random variable (RV) is arguably one of the most relevant problems in engineering and statistics. In the contexts of information and communication theory, the distribution of the norm of the complex Gaussian random variable $Z = X + jY$ (where $X$ and $Y$ are jointly Gaussian) finds application in many problems such as signal detection, noise characterization, or wireless fading channel modeling, just to name a few.

In the literature, the most general case of $X$ and $Y$ having different mean and variance was addressed by Beckmann [1], as a generalization of the previous results obtained by Rice [2] and Hoyt [3], and recently revisited in [4, 5]. In this general situation the chief distribution functions (pdf and cdf) of $R = X^2 + Y^2$ have complicated forms.

In the specific case of $X$ and $Y$ being independent Gaussian RVs with zero mean and arbitrary variance, or equivalently being correlated Gaussian RVs with zero mean and equal variances, the RV $Z$ is said to be a zero mean non-circular (or improper) Gaussian RV [6]. This occurs in many practical scenarios, such as in the detection of non-stationary complex random signals [7], or in the characterization of multipath fading [8]. In this latter situation, the Hoyt [3] or Nakagami-q fading [8] distribution is used to model short-term variations of radio signals resulting from the addition of scattered waves which can be described as a complex Gaussian RV where the in-phase and quadrature components have zero mean and different variances, or equivalently, where the in-phase and quadrature components are correlated. This distribution is commonly used to model signal fading due to strong ionospheric scintillation in satellite communications, or in general those fading conditions more severe than Rayleigh, and it includes both Rayleigh fading and one-sided Gaussian fading as special cases. Furthermore, it was shown in [9] that the second order statistics of Hoyt fading provide a best fit to field measurements in mobile satellite channels with heavy shadowing.

One of the main advantages of Rayleigh fading, which is perhaps the most popular model for the random fluctuations of the signal amplitude when transmitted through a wireless link when there is no direct line-of-sight (LOS) between the transmit and receive ends, relies on its comparatively simple analytic manipulation, as the received signal-to-noise ratio (SNR) is exponentially distributed. Conversely, the received SNR in Hoyt fading has a much more complicated form and sophisticated special functions are required to characterize the pdf or cdf [10] of a squared Hoyt RV.

Both Rayleigh and Hoyt fading have been extensively investigated in the last few decades [11]; however, while the derivation of information and communication-theoretic performance metrics such as channel capacity [12] and outage probability (OP) [13] is usually tractable mathematically for the Rayleigh case, it is way more complicated to analyze the same scenario when Hoyt fading is assumed.

Dozens of papers have been published in the last years with the aim of analyzing very diverse scenarios where Hoyt fading...
is considered, for the sake of extending already known results for Rayleigh fading to this more general situation [10, 14–17]. However, despite the relationship that can be inferred between both distributions, existing analyses in the literature for Hoyt fading do not exploit this connection and usually require tedious and complicated derivations. To the best of our knowledge, there is no standard procedure that takes advantage of the relationship between both distributions, and therefore the calculations for Hoyt fading must be done from scratch.

In this paper, we present a novel connection between the distribution of the squared norm of a non-circular complex Gaussian RV and its circular counterpart. In other words, we introduce a useful relationship between the squared Hoyt distribution and the exponential distribution, which greatly simplifies the analysis of the former. By exploiting the fact that the cdf of a squared Hoyt distributed random variable is a weighted Rice Ie-function, we demonstrate that the squared Hoyt distribution can be constructed from a conditional exponential distribution.

This connection has important relevance in practice: Since most communication-theoretic metrics are computed with a linear operation over the SNR distribution, we show that performance results for Hoyt fading channels can be readily obtained by leveraging previously known results for Rayleigh fading, and computing a simple finite-range integral. This general procedure will be referred to as the Hoyt transform method. The main takeaway is that there is no need to redo any calculation in order to analyze the performance of communication systems in Hoyt fading, if there are available results for the simpler Rayleigh case. Instead, the application of the Hoyt transform yields the desired performance result in a direct way.

In some cases, the Hoyt transform has analytical solution and hence the expressions for Hoyt fading are of similar complexity to those obtained for Rayleigh scenarios. Otherwise, the results for Hoyt fading have the form of a finite-range integral with constant integration limits, over the performance metric of interest for the Rayleigh case. Integrals of this kind are quite common in communications, including proper-integral forms for the Gaussian $Q$-function [18], the Marcum $Q$-function [19] or the Pawula $F$-function [20], or those obtained with the application of the moment generating function (MGF) approach to the calculation of error probability [21]. Therefore, the numerical computation of the Hoyt transform introduced in this paper is simpler than other alternatives that require the evaluation of infinite series or inverse Laplace transforms. As an additional advantage, our new approach also permits to obtain upper and lower bounds of different performance metrics in a simple way.

Using this general procedure, we provide novel analytical results for some scenarios of interest in information and communication theory; specifically:

- We analyze the Shannon capacity for adaptive rate transmission in Hoyt fading channels, thus extending the results given in [12]. Thanks to the Hoyt transform method, we can calculate the asymptotic capacity in the low and high-SNR regimes in closed-form. We show that the asymptotic capacity loss per bandwidth unit in the high-SNR regime is up to 1.83 bps/Hz compared to the AWGN case, and up to 1 bps/Hz when compared to the Rayleigh case.
- We investigate the physical layer security of a wireless link in the presence of an eavesdropper, where both the desired and wiretap links are affected by Hoyt fading. Known analytical results are available for different scenarios such as Rayleigh [22], Nakagami-$m$ [23], Rician [24], or Two-Wave with Diffuse Power [25] fading models. However, to the best of our knowledge, there are no results in the literature for the physical layer security in Hoyt fading channels.

The rest of this paper is organized as follows. In Section II, some preliminary definitions are introduced and the Rice $Ie$-function is reviewed. Then, the main mathematical contributions are presented in Section III: the connection between the squared Hoyt and the exponential distributions, and its application to define the Hoyt transform method to the performance analysis in Hoyt fading channels. This approach is used in Sections IV and V to obtain analytical results in the aforementioned scenarios. Numerical results are given in Section VI, and the main conclusions are outlined in Section VII.

II. DEFINITIONS AND PRELIMINARY RESULTS

A. Non-circular complex Gaussian RV

Let $Z = X + jY$ be a zero-mean non-circular complex Gaussian RV, where $X$ and $Y$ are independent jointly Gaussian RVs with variances $\sigma_x^2$ and $\sigma_y^2$. Then, the random variable $R = X^2 + Y^2$ is said to follow the squared Hoyt distribution, and its pdf is given by

$$f_R(r) = \frac{1 + q^2}{2q^2} \exp \left( - \frac{(1 + q^2)X^2}{4q^2\gamma} \right) I_0 \left( \frac{1}{4q^2\gamma} \right),$$

(1)

where $I_0(\cdot)$ is the modified Bessel function of the first kind and zero order, $\gamma = \mathbb{E}(R)$ and $q = \sigma_y/\sigma_x$ is the shape parameter, assuming without loss of generality that $\sigma_y \leq \sigma_x$. Therefore, we have $q \in [0, 1]$.

If $q = 1$, then $Z$ is a zero-mean circular complex Gaussian RV and therefore $R$ is exponentially distributed, with pdf

$$f_R(r) = \frac{1}{\gamma} e^{-r/\gamma}.$$

B. The Rice $Ie$-function

Let $k$ and $x$ be non-negative real numbers with $0 \leq k \leq 1$; then, the Rice $Ie$-function is defined as

$$Ie(k, x) = \int_0^x e^{-t} I_0(kt) dt.$$  

(2)

The Rice $Ie$-function admits different infinite series representations [26, 27], and it is not considered a tabulated function, in the sense that it is not included as a built-in function in standard mathematical software packages such as Matlab or Mathematica. However, after the appropriate change of notation this function can be written in compact form, as [28]

$$Ie(k, x) = \frac{1}{\sqrt{1 - k^2}} \left[ Q(\sqrt{ax}, \sqrt{bx}) - Q(\sqrt{bx}, \sqrt{ax}) \right].$$

(3)
or equivalently,
\[
Ie(k, x) = \frac{1}{\sqrt{1 - k^2}} \left[ 2Q(\sqrt{a^2}, \sqrt{b^2x}) - e^{-x}I_0(kx) - 1 \right],
\]
where \(a = 1 + \sqrt{1 - k^2}, \ b = 1 - \sqrt{1 - k^2} \) and
\[
Q(\alpha, \beta) = \int_{\beta}^{\infty} e^{-\frac{\alpha^2 + \beta^2}{2}} I_0(\alpha t) dt
\]
is the first order Marcum Q-function.

Since both the modified Bessel function \(I_0\) and the Marcum Q-function are tabulated functions, (3) and (4) can be easily computed. However, subsequent manipulations of these expressions are generally complicated and in many situations it may be preferable to express the Rice \(Ie\)-function in integral form. Replacing \(I_0(\cdot)\) in (2) by its integral representation, namely [29, eq. (8.431.5)]
\[
I_0(z) = \frac{1}{\pi} \int_0^\pi e^{z \cos \theta} d\theta,
\]
after some manipulation we can write [26]
\[
Ie(k, x) = \frac{1}{\sqrt{1 - k^2}} - \frac{1}{\pi} \int_0^\pi \frac{e^{-x(1 - k \cos \theta)}}{1 - k \cos \theta} d\theta,
\]
which has important advantages with respect to (2), as the integration limits do not depend on the arguments of the defined function, and the integrand is given in terms of elementary functions. However, for reasons that will become clear in the next Section, a much more convenient representation of the Rice \(Ie\)-function for the purpose of this work is the one provided in the following proposition.

**Proposition 1:** The Rice \(Ie\)-function can be written in integral form as
\[
Ie(k, x) = \frac{1}{\sqrt{1 - k^2}} \left[ 1 - \frac{1}{\pi} \int_0^\pi \exp \left( -x - \frac{1 - k^2}{1 - k \cos \theta} \right) d\theta \right],
\]
where \(W = \sqrt{U^2 - V^2}\). By identifying \(U = x\) and \(V/U = k\), and with the help of (7), the desired expression is obtained.

### III. MAIN RESULTS

We now introduce the main mathematical contributions of this work, which are given in a set of lemmas and corollaries.

**Lemma 1:** Let \(R|\theta\) be an exponentially distributed random variable, conditioned on \(\theta\), with pdf
\[
f_{R|\theta}(x) = \frac{1}{\gamma(\theta, q)} e^{-x/\gamma(\theta, q)},
\]
where \(\theta\) is a random variable uniformly distributed between 0 and \(\pi\), and
\[
\gamma(\theta, q) \triangleq \gamma \left( 1 - \frac{1 - q^2}{1 + q^2} \cos \theta \right) = E \{ R|\theta \}.
\]
Then, the unconditional random variable \(R\), with pdf
\[
f_R(x) = \frac{1}{\pi} \int_0^\pi \frac{1}{\gamma(\theta, q)} e^{-x/\gamma(\theta, q)} d\theta,
\]
follows a squared Hoyt distribution with average \(E \{ R \} = \gamma\) and parameter \(q\), i.e., (12) is an alternative expression for the pdf given in (1). The cdf of \(R\) will be given by
\[
F_R(x) = 1 - \frac{1}{\pi} \int_0^x e^{-x/\gamma(\theta, q)} d\theta.
\]

**Proof:** The cdf of the \(R\) can be calculated as
\[
F_R(x) = \frac{2q}{1 + q^2} Ie \left( \frac{1 - q^2}{1 + q^2}, \frac{(1 + q^2)^2}{4q^2} x \right).
\]
Using the alternative definition for the Rice \(Ie\)-function in (8), the cdf of the SNR can be written after some algebraic manipulation as in (13). Finally, by taking the derivative of (13), the desired pdf in (12) is obtained.

By comparing (12) with the pdf of an exponential distribution, Lemma 1 states that a squared Hoyt RV can be viewed as a finite-range integral of an exponentially distributed RV with continuously varying average. Note that the factor that multiplies \(\cos \theta\) in (11) coincides with the squared third eccentricity \(\epsilon\) of the ellipse represented by the underlying non-circular complex Gaussian random variable of the Hoyt distribution [31], i.e., \(\epsilon = \frac{1 - q^2}{1 + q^2}\).

A direct application of Lemma 1 in a communication-theoretic context follows: Any performance metric in Hoyt fading channels that can be obtained by averaging over the SNR pdf (e.g. outage probability, channel capacity, error probability) can be calculated from existing results for Rayleigh fading, by performing a finite-range integral. In this situation, \(\bar{\gamma}\) represents the average SNR and \(R\) (or \(\gamma\), indistinctly) denotes the instantaneous SNR. Since most performance metrics of interest for Rayleigh fading in the literature are usually given in closed-form\(^2\), the proposed approach allows for easily extending the results to Hoyt fading in a very simple manner. This is formally stated in the following lemma, where the Hoyt transform is introduced.

**Lemma 2:** Let \(h(\gamma)\) be a performance metric depending on the instantaneous SNR \(\gamma\), and let \(\bar{h}_R(\gamma)\) be the metric in Rayleigh fading with average SNR \(\bar{\gamma}\) obtained by averaging over an interval of the pdf of the SNR, i.e.,
\[
\bar{h}_R(\gamma) = \int_0^b h(\gamma) \frac{1}{\bar{\gamma}} e^{-x/\bar{\gamma}} dx,
\]
with \(0 \leq a < b \leq \infty\). Then, the performance metric in Hoyt fading channels with average SNR \(\bar{\gamma}\), denoted as \(\bar{h}_R(\gamma)\), can be calculated as
\[
\bar{h}_R(\gamma) = \frac{1}{\pi} \int_0^\pi \bar{h}_R(\gamma(\theta, q)) d\theta \triangleq H \{ \bar{h}_R(\gamma); q \}.
\]

\(^2\)Throughout this paper, we consider a closed-form solution to any expression which is given in terms of a finite number of well-known functions in the context of communication theory, and for which numerical implementations in commercial mathematical packages are widely available.
where \( \mathcal{H} \{ \cdot ; q \} \) is the Hoyt transform operation.

**Proof:** The metric \( \overline{R}_H(\tau) \) is obtained as

\[
\overline{R}_H(\tau) = \int_{a}^{b} h(x)f(x)dx. \tag{18}
\]

where \( f(x) \) is the pdf of a squared Hoyt random variable given in (12). Thus, we can write

\[
\overline{R}_H(\tau) = \int_{a}^{b} h(x) \left( \frac{1}{\pi} \int_{0}^{\pi} \frac{1}{\gamma(\theta, q)} e^{-x/\gamma(\theta, q)} d\theta \right) dx, \tag{19}
\]

and reversing the order of integration\(^3\) yields

\[
\overline{R}_H(\tau) = \frac{1}{\pi} \int_{0}^{\pi} \left[ \int_{a}^{b} h(x) \frac{1}{\gamma(\theta, q)} e^{-x/\gamma(\theta, q)} dx \right] d\theta. \tag{20}
\]

By recognizing that the integral between brackets is actually \( \overline{R}_R(\gamma(\theta, q)) \), (17) is finally obtained.

We see that Lemma 2 provides a simple and direct way to analyze the performance of communication systems operating in Hoyt fading channels. In fact, some interesting dualities with the popular MGF approach to the error-rate performance analysis of digital communication systems over fading channels [21] can be inferred:

In the reference work by Simon and Alouini, error-rate expressions are obtained “in the form of a single integral with finite limits and an integrand composed of elementary functions, thus readily enabling numerical evaluation”; in our work, the Hoyt transform also facilitates the derivation of expressions of the same form, with the integrand being now directly the performance metric obtained in the Rayleigh case. However, while the MGF approach is applicable to obtain a specific performance metric (error-rate) in general fading channels; the Hoyt transform approach is applicable to obtain general performance metrics in a specific fading channel (Hoyt).

An interesting consequence of Lemma 2 is the following corollary.

**Corollary 1:** The MGF of a squared Hoyt random variable of average \( \tau \) and shape parameter \( q \) can be written as

\[
\phi(s) = \frac{1}{\pi} \int_{0}^{\pi} \frac{1}{1 - \gamma(\theta, q) s} d\theta. \tag{21}
\]

**Proof:** This result follows directly from Lemma 2 and the fact that the MGF of an exponentially distributed random variable of average \( \gamma \) is given by \((1 - \gamma s)^{-1}\).

This corollary provides an alternative demonstration of the integral representation of the pdf of a squared Hoyt random variable given in (12). Indeed, because of the way it has been constructed, it is clear that (21) is the MGF of a random variable which pdf is given by (12). On the other hand, the integral in (21) can be solved in closed-form, using [29, eq. (3.613.1)], yielding

\[
\phi(s) = \left[ 1 - 2\gamma s + \frac{q^2(2\gamma s)^2}{(1 + q^2 s^2)} \right]^{-1/2}, \tag{22}
\]

\(^3\)A sufficient condition for the double integral to be reversible is that \( h(x) \) is a nonnegative continuous function, which is the case of most performance metrics of interest, such as channel capacity, symbol error rate, outage probability, etc.

which is the well-known MGF of a squared Hoyt random variable [11]. Therefore, from the uniqueness theorem of the MGF, (1) and (12) are actually the same pdf.

Another benefit of the Hoyt transform method relies in the fact that the calculations are based on an integration involving a bounded trigonometric function; hence, this permits to find simple upper and lower bounds of the performance metrics. These bounds can be found by taking into account that symbol error rate performance metrics are usually convex decreasing functions with respect to the SNR, whereas channel capacity metrics are typically concave increasing functions. The following proposition establishes a sufficient condition to determine the monotonicity and convexity of some important average performance metric functions.

**Proposition 2:** Let \( \phi(\gamma) \) be a performance metric depending on the instantaneous SNR \( \gamma \) and let \( \overline{R}_H(\tau) \) be defined as in Lemma 1. If \( \phi(\gamma) \) is a decreasing convex (increasing concave) function of \( \gamma \) in \([0, \infty)\), then \( \overline{R}_R(\tau) \) is a decreasing convex (increasing concave) function of \( \tau \).

**Proof:** If \( \phi(\gamma) \) is a decreasing convex function then the first and second order derivatives of \( \phi(\gamma) \) verify \( h'(\gamma) \leq 0, h''(\gamma) \geq 0 \). By a simple change of variables in (16), considering the interval \([0, \infty)\), we can write

\[
\overline{R}_R(\tau) = \int_{0}^{\infty} h(\tau x)e^{-x}dx, \tag{23}
\]

and its first and second order derivatives verify

\[
\overline{R}_R'(\tau) = \int_{0}^{\infty} h'(\tau x)x e^{-x}dx < 0, \tag{24}
\]

\[
\overline{R}_R''(\tau) = \int_{0}^{\infty} h''(\tau x)x^2 e^{-x}dx > 0. \tag{25}
\]

Therefore, \( \overline{R}_R(\tau) \) is a decreasing convex function of \( \tau \).

Analogously, if \( \phi(\gamma) \) is an increasing concave function, then the first and second order derivatives of \( \phi(\gamma) \) verify \( h'(\gamma) \geq 0, h''(\gamma) \leq 0 \). Thus, \( \overline{R}_R(\tau) \) is an increasing concave function.

Now we present the aforementioned bounds in the next lemmas:

**Lemma 3:** Let \( \overline{R}_H(\tau) \) and \( \overline{R}_H(\tau) \) be functions obtained by averaging a given function \( \phi(\gamma) \) in, respectively, Rayleigh and Hoyt fading channels, where \( \tau \) is the average SNR, and let \( \overline{R}_H(\tau) \) be a decreasing convex function. Then, the following inequality holds:

\[
\overline{R}_R(\tau) \leq \overline{R}_H(\tau) \leq \overline{R}_R \left( \frac{2q^2}{1 + q^2} \right), \tag{26}
\]

**Lemma 4:** Let \( \overline{R}_R(\tau) \) and \( \overline{R}_H(\tau) \) be functions obtained by averaging a given function \( \phi(\gamma) \) in, respectively, Rayleigh and Hoyt fading channels, where \( \tau \) is the average SNR, and let \( \overline{R}_R(\tau) \) be a concave increasing function. Then, the following inequality holds:

\[
\overline{R}_R \left( \frac{2q^2}{1 + q^2} \right) \leq \overline{R}_H(\tau) \leq \overline{R}_H(\tau). \tag{27}
\]

**Proof:** Let us first demonstrate (26): As \( \overline{R}_R(\tau) \) is a decreasing function of \( \tau \) and the lowest value of \( \gamma(\theta, q) \) is
obtained for $\theta = 0$, an upper bound of $\bar{T}_H(\gamma)$ can be found as
\[
\bar{T}_H(\gamma) = \frac{1}{\pi} \int_0^\pi \bar{T}_R(\gamma(\theta, q)) d\theta \leq \frac{1}{\pi} \int_0^\pi \bar{T}_R(\gamma(0, q)) d\theta
\]
\[= \bar{T}_R(\gamma(0, q)) = \bar{T}_R\left(\frac{2q^2}{1 + q^2} \gamma\right). \tag{28}\]
A lower bound of $\bar{T}_H(\gamma)$ can be found from Jensen’s inequality and taking into account that $\bar{T}_R(\gamma)$ is convex:
\[
\bar{T}_H(\gamma) = \bar{T}_R\left(\frac{1}{\pi} \int_0^\pi \gamma(\theta, q) d\theta\right) \leq
\frac{1}{\pi} \int_0^\pi \bar{T}_R(\gamma(\theta, q)) d\theta = \bar{T}_H(\gamma) \tag{29}\]
On the other hand, (27) can be obtained analogously when $\bar{T}_R(\gamma)$ is a concave increasing function.

The bounds in Lemmas 3 and 4 state that performance in Hoyt fading, for a given average SNR, will be bounded between that of Rayleigh fading with the same average SNR and that of Rayleigh fading when the average SNR is scaled by a factor $2q^2/(1 + q^2)$. Note also that the derived bounds are asymptotically exact as $q \to 1$.

We have introduced a general approach to the analysis of wireless communication systems operating under Hoyt fading. In the following sections, we use this technique to derive novel results for different performance metrics of interest.

### IV. Channel Capacity

The channel capacity in Rayleigh fading channels was characterized in [12] for different transmission policies. Even though closed-form expressions were attained for the Rayleigh case, the channel capacity in Hoyt fading channels is much more complicated to evaluate. In fact, only infinite series expressions of very complicated argument are available in the literature [14, 15], which do not facilitate the extraction of any insights. Using the Hoyt transform method, we will now show how to use readily available performance results derived for Rayleigh channels to directly obtain the same performance metric in Hoyt fading.

The capacity per bandwidth unit using optimum rate adaptation (ORA) policy with constant transmit power is calculated as
\[
\frac{C_{\text{ora}}}{B} = \bar{C} = \int_0^\infty \log_2(1 + \gamma) f_\gamma(\gamma) d\gamma. \tag{30}\]
This capacity metric is obtained by averaging the Shannon capacity on a flat-fading channel using the pdf of $\gamma$, and has dimensions of bps/Hz. For a communication system operating under Rayleigh fading with average SNR at the receiver side given by $\bar{\gamma}$, a closed-form expression for this metric was obtained in [12, eq. 34] as
\[
\bar{C}_{\text{Ray}} = \log_2(e) e^{1/\bar{\gamma}} E_1(1/\bar{\gamma}), \tag{31}\]
where $E_1(\cdot)$ is the exponential integral function. Since $\bar{C}_{\text{Ray}}$ is computed in the form stated in Lemma 2, then we can directly calculate this metric considering a Hoyt fading channel as
\[
\bar{C}_{\text{Hoyt}} = \frac{\log_2(e)}{\pi} \int_0^\pi e^{1/\gamma(\theta, q)} E_1\left(\frac{1}{\gamma(\theta, q)}\right) d\theta. \tag{32}\]
Note that (32) is given in terms of a finite integral over a smooth and well-behaved function. Hence, it can be calculated accurately. A simple lower bound can be found as
\[
\bar{C}_{\text{Hoyt}} \geq \frac{1}{\ln2} e^{(1+q^2)/(2q^2)} e_1\left(\frac{1 + q^2}{2q^2}\right). \tag{33}\]

We now provide asymptotic capacity results in the low-SNR and high-SNR regimes. In the first situation, it is known that the asymptotic capacity in Rayleigh fading is given by [32]
\[
\bar{C}_\gamma \approx \log_2 e \frac{d\phi(s)}{ds} \bigg|_{s=0} = \log_2 e \cdot \bar{\gamma}, \tag{34}\]
where $\phi(s)$ represents the MGF of the SNR. Since (34) is obtained through linear operations over the distribution of the SNR, we can calculate the asymptotic capacity in Hoyt fading channels in the low-SNR regime as
\[
\bar{C}_{\text{Hoyt}} \approx \frac{\log_2 e}{\pi} \int_0^\pi \gamma(\theta, q) d\theta = \log_2 e \cdot \bar{\gamma}, \tag{35}\]
which is the same as in the Rayleigh case, but also the same as in the Rician case [33].

In the high-SNR regime, the asymptotic capacity can be expressed in the following form [34]
\[
\bar{C}_\gamma \approx \log_2 e \cdot \frac{\partial}{\partial n} \mathbb{E}[\gamma^n] \bigg|_{n=0}, \tag{36}\]
which is asymptotically exact. After some manipulations, we can equivalently express (36) as
\[
\bar{C}_\gamma \approx \log_2 e \cdot \log \bar{\gamma} - \mu, \tag{37}\]
where $\mu$ is a constant value independent of the average SNR, but dependent on the specific channel model. The AWGN case yields a value of $\mu = 0$, which is usually taken as a reference. The effect of fading causes $\mu > 0$ and therefore there is a non-zero capacity loss due to fading for a given value of $\bar{\gamma}$. In the case of Rayleigh fading, it is a well-known result that $\mu = \log_2(e) \cdot \gamma_e$, where $\gamma_e$ is the Euler-Mascheroni constant. Therefore, for a fixed value of $\bar{\gamma}$, the parameter $\mu$ can be regarded as the capacity loss with respect to the AWGN case, being $\mu_{\text{Ray}} \approx 0.83$ bps/Hz.

There has been a renewed interest in the research community on different fading models that allow for characterizing a more severe fading condition than Rayleigh fading [35, 36]. Different models, such as the Two-Ray [35] or Hoyt fading meet this condition. Very recently, the value of $\mu$ for the Two-Ray fading channel was derived [33], yielding a capacity loss of $\mu_{\text{Two-Ray}} = 1$ bps/Hz. This shows that the Two-Ray model is indeed more detrimental than Rayleigh fading, as it provokes a larger capacity loss. However, the value of $\mu$ for Hoyt fading is unknown in the literature to the best of our knowledge. Using Lemma 2 in (37), we have
\[
\bar{C}_{\text{Hoyt}} \approx \log_2(e) e^{1 - \frac{q^2}{1 + q^2} \cos \theta} \bigg|_0^\pi \log \left(\frac{1 - \frac{q^2}{1 + q^2} \cos \theta}{2(1 + q^2)}\right) d\theta - \mu_{\text{Ray}}. \tag{38}\]
After some straightforward manipulations, we have
\[
\bar{C}_{\text{Hoyt}} \approx \log_2(e) \log \bar{\gamma} - \mu_{\text{Ray}} - \log_2(e) \log \left(\frac{2(1 + q^2)}{(1 + q^2)}\right). \tag{39}\]
Therefore, the capacity loss in Hoyt fading with respect to the
AWGN case is given by
\[ \mu_{\text{Hoyt}} = \log_2(e)\gamma_b + \log_2(e) \log \left( \frac{2(1 + q^2)}{(1 + q)^2} \right). \tag{40} \]

The second term in (40) can be regarded as the capacity loss
with respect to the Rayleigh case, and therefore equals 0 if
\( q = 1 \). In the limit case of \( q = 0 \), corresponding to the one-
sided Gaussian distribution, we have the larger capacity loss
given by
\[ \mu_{\text{Hoyt}}|_{q=0} = \log_2(e)\gamma_e + 1 \approx 1.83 \text{bps/Hz}. \tag{41} \]

Therefore, the capacity loss of Hoyt fading with respect to
AWGN can be as large as 1 bps/Hz more than in the Rayleigh
case. Note that the \( \mu_{\text{Hoyt}} \) can also be regarded as the high-SNR
power offset in 3-dB units [37]. This means that the average
SNR required to achieve a certain capacity \( C \) in the high-
SNR regime under Hoyt fading is \( \Delta \gamma \) (dB) larger than in the
AWGN case, with
\[
\Delta \gamma_{\text{Hoyt}} = 3 \log_2(e)\gamma_e + 3 \log_2(e) \log \left( \frac{2(1 + q^2)}{(1 + q)^2} \right) \text{ (dB)},
\]
\[ \approx 2.5 + 3 \log_2(e) \log \left( \frac{2(1 + q^2)}{(1 + q)^2} \right) \text{ (dB)}. \tag{43} \]

When \( q = 0 \), the capacity loss of 1.83 bps/Hz is translated into
a high-SNR power offset of about 5.5 dB.

V. OUTAGE PROBABILITY OF SECRECY CAPACITY

A. Problem Definition

We consider the problem in which two legitimate peers,
say Alice and Bob, wish to communicate over a wireless
link in the presence of an eavesdropper, say Eve, that observes
their transmission through a different link. Let us denote as
\( \gamma_b \) the instantaneous SNR at the receiver for the link
between Alice and Bob, and let \( \gamma_e \) be the instantaneous SNR at
the eavesdropper for the wiretap link between Alice and Eve. We
will assume \( \gamma_b \) and \( \gamma_e \) to be statistically independent.

Unlike the classical setup for the Gaussian wiretap channel
[38], it is known that fading provides an additional layer of
security to the communication between Alice and Bob
[22, 39], allowing for a secure transmission even when Eve
experiences a better SNR than the legitimate receiver Bob.

According to the information-theoretic formulation in [22],
the secrecy capacity in this scenario is defined as
\[ C_S = [C_B - C_E]^+, \tag{44} \]
where \([a]^+ = \max\{a, 0\}\), \( C_B \) is the capacity of the main
channel
\[ C_B = \log(1 + \gamma_b), \tag{45} \]
and \( C_E \) is the capacity of the eavesdropper channel
\[ C_E = \log(1 + \gamma_e). \tag{46} \]
For the sake of simplicity, we assumed a normalized band-
width \( B = 1 \) in the previous capacity definitions.

In [22, 39], the physical layer security of the communica-
tion between Alice and Bob in the presence of Eve
was characterized in terms of several performance metrics
of interest, assuming that both wireless links undergo
Rayleigh fading. Specifically, closed-form expressions were
derived for the probability of strictly positive secrecy capacity
\( \mathcal{P}(C_S > 0) \), and for the outage probability of the secrecy
capacity \( \mathcal{P}(C_S < R_S) \), where \( R_S \) is defined as the threshold
rate under which secure communication cannot be achieved.
As these expressions will be used in the forthcoming analysis,
we reproduce them for the readers’ convenience
\[ \mathcal{P}(C_S > 0) = \frac{\bar{\gamma}_b}{\bar{\gamma}_b + \bar{\gamma}_e}, \tag{47} \]
\[ \mathcal{P}(C_S < R_S) = 1 - \frac{\bar{\gamma}_b}{\bar{\gamma}_b + 2R_S\bar{\gamma}_e} \exp \left( -\frac{2\bar{R}_S - 1}{\bar{\gamma}_b} \right), \tag{48} \]
where \( \bar{\gamma}_b \) and \( \bar{\gamma}_e \) are the average SNRs at Bob and Eve,
respectively.

We note that \( \mathcal{P}(C_S > 0) = 1 - \mathcal{P}(C_S < R_S)|_{R_S=0}, \) hence,
the probability of strictly positive secrecy capacity will be
considered as a particular case of the secrecy outage probability.

B. SECRECY OUTAGE PROBABILITY ANALYSIS

Let us consider the scenario where the wireless links
experience a more severe fading than Rayleigh, say Hoyt,
where \( \gamma_b \) and \( \gamma_e \) represent the Hoyt shape parameters for the
desired and eavesdropper links, respectively. We also define the
eccentricities associated with both Hoyt distributions as
\( \epsilon_b = \frac{1 - \gamma_b^2}{1 + \gamma_b^2} \) and \( \epsilon_e = \frac{1 - \gamma_e^2}{1 + \gamma_e^2} \).

According to the Hoyt transform, the outage probability of
the secrecy capacity in Hoyt fading channels is given by
\[ \mathcal{P}(C_S < R_S) = 1 - \frac{1}{\pi^2} \int_0^\pi \int_0^\pi \exp \left( -\frac{2\bar{R}_S - 1}{\gamma_b(1-\epsilon_b \cos \theta)} \right) \times \frac{\gamma_b(1-\epsilon_b \cos \theta)}{\gamma_b(1-\epsilon_b \cos \theta_b) + 2^{2R_S} \gamma_e(1-\epsilon_e \cos \theta_e)} \, d\theta_e \, d\theta_b. \tag{49} \]
We observe that the integral over \( \theta_e \) can be solved, and hence
we obtain
\[ \mathcal{P}(C_S < R_S) = 1 - \frac{1}{\pi} \int_0^\pi \exp \left( -\frac{2\bar{R}_S - 1}{\gamma_b(1-\epsilon_b \cos \theta)} \right) \times \frac{\gamma_b(\theta)}{\gamma_b(\theta) + 2^{2R_S} \gamma_e} \frac{1}{\sqrt{1 - \left( \frac{\epsilon_e 2^{R_S} \gamma_e}{\gamma_b(\theta) + 2^{2R_S} \gamma_e} \right)}} \, d\theta, \tag{50} \]
where \( \gamma_b(\theta) = \gamma_b(1 - \epsilon_b \cos \theta) \). Hence, the secrecy capacity
OP is given in terms of a simple integral form. This result is
new in the literature to the best of our knowledge, and shows
the strength and versatility of the Hoyt transform method to
derive new performance metrics for Hoyt fading by leveraging
existing results for Rayleigh fading.

Directly from (50), the probability of strictly positive se-
crety capacity can be easily obtained as
\[ \mathcal{P}(C_S > 0) = \frac{1}{\pi} \int_0^\pi \frac{\gamma_b(\theta)}{\gamma_b(\theta) + 2^{2R_S} \gamma_e} \sqrt{1 - \left( \frac{\epsilon_e 2^{R_S} \gamma_e}{\gamma_b(\theta) + 2^{2R_S} \gamma_e} \right)} \, d\theta. \tag{51} \]

Expressions (50) and (51) admit an easy manipulation,
in order to extract insights on the effect of fading severity
into the secrecy capacity OP. One clear example arises if we
assume that the eavesdropper link suffers from a more severe fading compared to the desired link: this can be achieved by setting \( q_e = 1 \), and seeing what is the impact of \( q_e \). In this case, the integral over \( \theta_b \) disappears, yielding to a closed-form expression for the secrecy capacity OP, and hence for \( \mathcal{P}(C_S > 0) \):

\[
\mathcal{P}(C_S < R_S)\big|_{q_e=1} = 1 - \frac{\bar{\gamma}_b}{\bar{\gamma}_b + 2R_S\bar{\gamma}_e} \exp\left(\frac{-2\bar{\gamma}_b - 1}{\bar{\gamma}_b}\right) \left(1 - \left(\frac{\epsilon_e \bar{\gamma}_e}{\bar{\gamma}_b + 2\epsilon_e \bar{\gamma}_e}\right)^2\right).
\]

(52)

Comparing (48) and (52), we observe that both have similar form, and the effect of the distribution of the fading for the eavesdropper link is captured by a multiplicative term that modulates the result for the Rayleigh case. Since this additional term is always larger than one, it is clear that for a fixed value of \( \bar{\gamma}_b \) and \( \bar{\gamma}_e \), the secrecy capacity \( \mathcal{P}(C_S < R_S) \) decreases with \( q_e \). This illustrates the fact that when Eve suffers from a more severe fading, then the probability of having a secure communication between Alice and Bob grows.

A similar conclusion can be extracted when examining the probability of strictly positive secrecy capacity in this particular scenario:

\[
\mathcal{P}(C_S > 0)\big|_{q_e=1} = \frac{\bar{\gamma}_b}{\bar{\gamma}_b + \bar{\gamma}_e} \frac{1}{\sqrt{1 - \left(\frac{\epsilon_e \bar{\gamma}_e}{\bar{\gamma}_b + \epsilon_e \bar{\gamma}_e}\right)^2}}.
\]

(53)

Again, the effect of considering \( q_e < 1 \) (i.e. a more severe fading than Rayleigh for the eavesdropper link) causes that \( \mathcal{P}(C_S > 0) \) grows as \( q_e \) is reduced.

C. Asymptotic Analysis

An asymptotic analysis is now performed of the high-SNR regime for the outage probability of secrecy capacity, and of the low-SNR regime for the probability of strictly positive secrecy capacity, as meaningful insights can be obtained in these cases.

According to the expression in (48) and letting \( \bar{\gamma}_b \uparrow \), we have that the outage probability of the secrecy capacity in Rayleigh fading channels can be approximated by

\[
\mathcal{P}(C_S < R_S)\big|_{\gamma_b=\gamma_e} \approx \frac{2R_S\bar{\gamma}_e + 2R_S - 1}{\bar{\gamma}_b}. \tag{54}
\]

Now, direct application of the Hoyt transform yields the asymptotic outage probability of the secrecy capacity in Hoyt fading channels as

\[
\mathcal{P}(C_S < R_S)\big|_{\gamma_b=\gamma_e} \approx \frac{1}{\pi^2} \int_0^\pi \int_0^\pi \frac{2R_S\bar{\gamma}_e (1 + \epsilon_b \cos \theta_b) + 2R_S - 1}{\bar{\gamma}_b (1 + \epsilon_b \cos \theta_b)} d\theta_e d\theta_b. \tag{55}
\]

\[
\approx \frac{2R_S\bar{\gamma}_e + 2R_S - 1}{\bar{\gamma}_b} \frac{1}{\sqrt{1 - \epsilon_e^2}}. \tag{56}
\]

Noteworthy, in the high-SNR regime the outage probability of the secrecy capacity does not depend on the fading severity of the eavesdropper channel. Instead, the effect of the eavesdropper is only determined by its average SNR \( \bar{\gamma}_e \). Thus, in the high-SNR regime the distribution of \( \gamma_b \) has a dominant effect on this probability metric.

Let us now consider the low-SNR regime. In this situation, we have \( \gamma_b \ll \gamma_e \) and in the absence of fading the secrecy capacity equals zero. However, because of the effect of the assumed independent fading at the desired and the eavesdropper’s channels, it is possible to achieve a secure communication with a certain probability. The asymptotic value of the probability of strictly positive secrecy capacity in the low-SNR regime under Rayleigh fading can be easily derived from (47), yielding

\[
\mathcal{P}(C_S > 0)\big|_{\gamma_b=\gamma_e} \approx \frac{\bar{\gamma}_b}{\bar{\gamma}_e}. \tag{57}
\]

Using again the Hoyt transform over (57) yields the desired asymptotic value for the Hoyt case as

\[
\mathcal{P}(C_S > 0)\big|_{\gamma_b=\gamma_e} \approx \frac{1}{\pi^2} \int_0^\pi \int_0^\pi \frac{\bar{\gamma}_b (1 + \epsilon_b \cos \theta_b)}{\bar{\gamma}_e (1 + \epsilon_e \cos \theta_e)} d\theta_e d\theta_b,
\]

\[
\approx \frac{\bar{\gamma}_b}{\bar{\gamma}_e} \frac{1}{1 - \epsilon_e^2}. \tag{59}
\]

We now observe that (59) is independent of \( \epsilon_b \). It is now the fading severity of the eavesdropper channel the one that has a dominant effect over the probability of strictly positive secrecy capacity in the low-SNR regime, whereas the effect of Bob’s channel is only incorporated through \( \bar{\gamma}_b \).

VI. NUMERICAL RESULTS

After describing how the Hoyt transform method can be applied to obtain new results for some information and communication-theoretic performance metrics, now we discuss the main implications that arise in practical scenarios.

A. Channel capacity

First, we study the Shannon capacity of ORA technique in Hoyt fading channels. In the following set of figures, we evaluate the capacity per bandwidth unit in Hoyt fading channels using (32).

In Fig. 1, we observe how the capacity loss due to a more severe fading is low for values of \( q > 0.5 \), being under 0.15 bps/Hz in this range. In fact, it is noted how the achievable performance when \( q = 0.9 \) is practically coincident with the Rayleigh case. Markers indicate the simple lower bounds obtained in (33). We see how the lower bound becomes tighter as \( q \) is increased, whereas the performance for the Rayleigh case serves as an upper bound.

The accuracy of the asymptotic approximations yielding from (36) in the high-SNR regime is evaluated in Fig. 2. The capacity of the AWGN and Rayleigh (\( q = 1 \)) cases are included as reference.

We observe that for values of \( q \) close to 1, the capacity loss with respect to the Rayleigh case is almost negligible. However, we see that as \( q \) is reduced, the gap between the capacities in the Rayleigh and Hoyt cases grows. We see how the approximations for the capacity are asymptotically exact for sufficiently large \( \bar{\gamma} \). However, we also observe that for
Figure 1. Normalized capacity $\bar{C}$ vs. $\bar{\gamma}$ using ORA policy, for different values of $q$. Markers indicate the lower bounds on capacity given by (33), for $q = 0.5$ (‘x’) and $q = 0.9$ (squares).

In Fig. 3, we study the asymptotic capacity loss due to Hoyt fading with respect to the reference AWGN case, which is given by (40). The capacity loss for Rayleigh and Two-Ray [33] are also included for comparison purposes. As indicated in (41), the maximum capacity loss is obtained when $q = 0$. This corresponds to the more severe fading condition that Hoyt fading can represent. As $q \to 1$, we see that the capacity loss tends to the value obtained in [12], i.e. approximately 0.83 bps/Hz. The comparison with the Two-Ray fading model is also interesting: we see that the capacity loss in Hoyt and Two-Ray fading is coincident for $q \approx 0.48$. This suggests that Hoyt fading represents a more severe condition than the Two-Ray model if $q < 0.48$, when the asymptotic capacity loss is chosen as the performance metric of interest.

B. Secrecy capacity

Now we focus on the scenario considered in Section V; specifically, we will evaluate the effect of considering that the links between Alice and Bob (and equivalently between Alice and Eve) can suffer from different fading severities, quantified by the parameters $q_b$ and $q_e$. In Fig. 4, the secrecy capacity OP derived in (50) is represented as a function of the average SNR at Bob $\bar{\gamma}_b$, for different sets of values of the Hoyt shape parameters. We assume that the normalized rate threshold value used to declare an outage is $R_s = 0.1$, and an average SNR at Eve $\gamma_e = 15$ dB.

For a given value of $q_b$, we observe two different effects depending on the magnitude of $\bar{\gamma}_b$: in the low-medium SNR region, we see how a lower value of $q_e$ (i.e. a more severe fading in the eavesdropper link) makes the occurrence of a secrecy outage to be less likely. Hence, $\mathcal{P}(C_s < R_s)$ decreases with $q_e$ for a given $\bar{\gamma}_b$; we also note how the secrecy capacity of the system is barely affected by the value of $q_b$. Conversely, in the high-SNR region we observe how the outage secrecy probability is mainly dominated by the fading severity of the desired link $q_b$, as predicted by (56). In this region, it is the distribution of $\gamma_e$ the dominant factor in the secure communication between Alice and Bob.

The probability of strictly positive secrecy capacity given in (51) is evaluated in Fig. 5, for the same set of parameter values considered in the previous figure. We can extract similar conclusions with regard of the effects of the fading severity in the desired and eavesdropper links. For low values of $\bar{\gamma}_b$, the secure communication is mainly determined by the distribution of $\gamma_e$ as indicated in (59); specifically, considering $\gamma_b = 5$ dB we see how $\mathcal{P}(C_s > 0)$ is twice larger for $q_e = 0.1$, compared
distributions with continuously varying averages. Using this connection, we have introduced the Hoyt transform approach as a way to obtain easy-to-compute finite-range integral expressions of different performance metrics in Hoyt fading channels, as well as simple upper and lower bounds which become asymptotically tight as \( q \to 1 \), by simply leveraging existing results for Rayleigh fading channels.

As a direct application, we have derived new expressions for several scenarios of interest in information and communication theory: (a) capacity analysis in Hoyt fading channels; and (b) wireless information-theoretic security in Hoyt fading.

A further implication of the results in this paper is that there is no need to reproduce complicated calculations for Hoyt fading in the cases where tractable expressions are available for the Rayleigh case. Instead, these analyses can be easily extended to Hoyt scenarios by using a straightforward finite-range integral.

VII. CONCLUSIONS

We have provided a new look at the analysis of wireless communication systems in Hoyt (Nakagami-\( q \)) fading. Unlike previous approaches in the literature, we have found a connection between the Rayleigh and Hoyt distributions that facilitates the analysis in the latter scenario.

By deriving integral expressions for the pdf and cdf of the squared Hoyt distribution, we have shown that the squared Hoyt distribution is in fact a composition of exponential

---
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