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Abstract
Most approaches to stereo visual odometry reconstruct the motion based on the tracking of point features along a se-

quence of images. However, in low-textured scenes it is often difficult to encounter a large set of point features, or it may
happen that they are not well distributed over the image, so that the behavior of these algorithms deteriorates. This paper
proposes a probabilistic approach to stereo visual odometry based on the combination of both point and line segment
that works robustly in a wide variety of scenarios. The camera motion is recovered through non-linear minimization of
the projection errors of both point and line segment features. The method, of course, is computationally more expensive
that using only one type of feature, but still can run in real-time on a standard computer and provides interesting advan-
tages, including a straightforward integration into any probabilistic framework commonly employed in mobile robotics.

Motivation

Typical outdoor scenario, where both
types of features are abundant.

Illustrative example of a scene
without point features.

System Overview

Scheme of the feature tracking process

Combined Stereo Visual Odometry
The problem we face is that of estimating the optimal ξ ∈ se(3) that minimizes the
projection error for points and line segments. The point projection error ∆pi(ξ) is
given by:

∆pi(ξ) = p̂i(ξ)− p′i (1)

with p′i being the i-th detected point in the second frame, and p̂i(ξ) the projected
point from the first frame to the second one. The line projection error is defined
as:

∆lj(ξ) =
[
l′j
> · [p̂j(ξ) q̂j(ξ)]

]> (2)

where p̂j(ξ) and q̂j(ξ) refer to the projected endpoints, and l′j is the j-th infinite
line detected in the second frame. The optimal pose increment T(ξ∗) is computed
through iterative Gauss-Newton minimization of the reprojection errors, given by
the following non-linear least-squares estimator:

ξ∗ = argmin
ξ

{ Np∑
i

∆pi(ξ)>Σ−1
∆pi

∆pi(ξ) +

Nl∑
j

∆lj(ξ)>Σ−1
∆lj∆lj(ξ)>

}
(3)

where Np and Nl corresponds to the number of point and line correspondences
respectively, and the matrices Σ−1

∆pi
and Σ−1

∆li are the 2×2 inverse of the covariance
matrices for each type of feature.

Experimental Validation
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Results in several sequences from the KITTI dataset [1].
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