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Which are the main problems in power systems?

OPERATION PLANNING
Horizon 1 second - 1 week 1 year - 20 years
Decisions Generation dispach Generation investments
Power flows Line investments
Objective Min production cost Min prod. + inv. cost
Generation = Demand | Generation = Demand
Constraints Unit technical limits Unit technical limits
Line technical limits Line technical limits
Comput. burden Medium Very high




How are planning problems usually solved?

Taking advantage of the fact that the electrical demand shows strong
daily, weekly and annual patterns.
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Using statistical learning techniques such as clustering to group time
periods and reduce the computational cost of the planning problem.



what is clustering?

The clustering consists in the task of grouping a set of objects in su
a way that the members of the same group (called cluster) are mor
similar, in one way or another.
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How is clustering used in planning problems?

The most common approach is to group the days of the time horizo
into a small number of clusters and solve the optimization problem
considering only the representative days.
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How do | know if two days are similar or not?

Each day is characterized by normalized demand, wind and solar

X1 T 8c88ooonidcodeadanocriddoldotanoorfdédooooon

24 demand values 24 wind values 24 solar values
X2 T Ri6eddoooisuReaBmhosRisoRBBdosHS8800000n
24 demand values 24 wind values 24 solar values

The similarity between two days is computed using a horm

dx1;x2q |l X1 X2|l2
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How does the clustering algorithm work?

1) Set the initial number of clustera to the number of daysN .
2) Determine the centroidk; of each clustel as
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3) Compute the dissimilarity between each pair of clusterd according
to Ward's method as follows
23]

Dp:J X512
p;Jq ||||J|”XI X3l

4) Merge the two closest clustend % J g according to the dissimilarity
matrix, i.e., p 3 Jq PargminDp;J gs.t. | J.

5) Updaten® n 1.

6) Ifn  N1go to step 7). Otherwise go to step 2).

7) Determine the representative days as the elements with minimum
dissimilarity to the rest of elements in each cluster (medoid).

8) The number of days belonging to each cluster determines the weig|
factor of each representative day.
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How do the representative days approach work?

As the gure below shows, using representative days works quite w

‘— Original data— 2 representative day#
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Instead of 14 days (336 hours), we use 2 representative days (48
hours) to reduce the computational burden.
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And what about current power systems?

Current power systems have new actors

Generators Lines Demand Renewables Storage

Renewable generation is free and reduce CO2 emissions
Renewable generation may happen at the wrong time

Storage energy systems are the perfect partner of renewables:

If the wind blows and the demand is low, the battery stores energy

If the wind does not blow and the demand is high, we use the energy
the battery
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Can we still use representative days?

Some renewables do not present a strong daily partern

‘— Original data— 2 representative day#
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The energy stored by some storage energy systems can be used
several days later.

10/25



What do we propose?

Instead of using representative days, we propose a new clustering
methodology to groupconsecutive hours and maintain chronology.

By doing so we can capture thienger dynamics of power
generation from renewable sources such as wind

In addition, we can model the operation of the batteries more
accurately since we maintain thehronology of the data
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How do | know if two consecutive hours are similar or n

Each hour is characterized by normalized demand, wind and solar

X1 I loSvdooriodaoiadaanh

demand wind solar

X2 I lafrhaonaddariadnsam

demand wind solar

The similarity between two consecutive hours is computed using a
norm

doxa;x2q || X1 Xz|l2
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How does the proposed clustering algorithm work?

1) Set the initial number of clusters to the total number of hoursN .
2) Determine the centroid of each cluster as ﬁ ip Xi

3) Compute the dissimilarity between each pair of adjacent clusteds

according to Ward's method aBpi;J q ﬁ'l'l”“]]||||7| X3 |2

4) Merge the two closesadjacentclustersp % Jgaccording to the
dissimilarity matrix, i.e.,d % Jq PargminDp;J gs.t. J PAp g
whereAp qis the set of clusters adjacent to clustér Two clustersl
andJ are said to be adjacent if contains an hour that is consecutive
to an hour inJ, or vice versa, according to the original time series.

5) Updaten ® n 1.

6) If n  N1go to step 7). Otherwise go to step 2).

7) Determine the representative periods as the clusters' centrgids

8) The number of hours belonging to each cluster corresponds to the
value of the time-period duration.
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Does the proposed clustering work?

With only 48 time periods (2 days) we managed to represent the wil
much better

‘ —— Original data— Proposed approaclb
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How does the aggregation a ect the optimization model
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