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## A B S T R A C T

We consider a positive invertible Lamperti operator $T$ with positive inverse. Our result concerns the averages $A_{k, n}, 0 \leq k, n \in \mathbb{Z}$, and the ergodic maximal operator

$$
M_{T} f=\sup _{k, n \geq 0}\left|A_{k, n} f\right|=\sup _{k, n \geq 0}\left|\frac{1}{k+n+1} \sum_{j=-k}^{n} T^{j} f\right|,
$$

the ergodic Hilbert transform defined by $H_{T} f(x)=\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \frac{1}{j}\left(T^{j} f(x)-\right.$ $\left.T^{-j} f(x)\right)$ and the ergodic power functions defined by $P_{r, T} f(x)=\left(\sum_{n=0}^{\infty} \mid A_{n+1,0} f(x)\right.$ $\left.-\left.A_{n, 0} f(x)\right|^{r}+\left|A_{0, n+1} f(x)-A_{0, n} f(x)\right|^{r}\right)^{1 / r}$, for $1<r<+\infty$. Several authors proved that if the averages are uniformly bounded in $L^{p}, 1<p<\infty$, then these operators are bounded in $L^{p}$ [23,24,27,28,21]. Regarding the case $p=1$, Gillespie and Torrea [12] showed that this condition is not sufficient to assure $M_{T}$ is of weak type $(1,1)$. We provide two sufficient conditions that recall the assumptions in the DunfordSchwartz theorem: if the averages are uniformly bounded in $L^{1}$ and in $L^{\infty}$ then $M_{T}$, $H_{T}$ and $P_{r, T}$ apply $L^{1}$ into weak- $L^{1}$ and the corresponding sequences of functions in $L^{1}$ converge a.e. and in measure. Furthermore, we reach the same conclusions by assuming a weaker condition: we replace the uniform boundedness of the averages $A_{n, n}$ in $L^{\infty}$ by the assumption that, for a fixed $p \in(1, \infty)$, the averages associated with a modified operator $T_{p}$, related with $T$, are uniformly bounded in $L^{p}$. We end the paper showing examples of nontrivial operators satisfying the assumptions of the two main results.
© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

## 1. Introduction

We start establishing our setting. Let $(X, \mathcal{M}, \mu)$ be a $\sigma$-finite measure space and let $\mathcal{M}(\mu)$ be the space of measurable functions $f:(X, \mathcal{M}) \rightarrow \mathbb{R}$. As usual, we identify functions which are equal almost everywhere.

[^0]By $L^{p}:=L^{p}(\mu), 1 \leq p<\infty$, we denote the set of measurable functions $f$ such that $\int_{X}|f|^{p} d \mu<\infty$. For $f \in L^{p}$, we write $\|f\|_{p}=\|f\|_{L^{p}(d \mu)}=\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}$. As usual, for $p=\infty$,

$$
\|f\|_{\infty}=\inf \{M \geq 0: \mu(\{x \in X:|f(x)|>M\})=0\}
$$

and $L^{\infty}:=L^{\infty}(\mu)$ is the set of measurable functions $f$ such that $\|f\|_{\infty}<\infty$.
Let $T: \mathcal{M}(\mu) \rightarrow \mathcal{M}(\mu)$ (or alternatively $T: L^{p} \rightarrow L^{p}$ ) a linear operator. The classical ergodic theorems refer to the averages

$$
\begin{equation*}
A_{n} f=\frac{1}{n+1} \sum_{j=0}^{n} T^{j} f \tag{1.1}
\end{equation*}
$$

and the ergodic maximal operator

$$
\begin{equation*}
M_{T}^{+} f=\sup _{n \geq 0}\left|A_{n} f\right| . \tag{1.2}
\end{equation*}
$$

Roughly speaking, Dunford-Schwartz ergodic theorem [8,9] establishes that if $T$ is a contraction in $L^{1}$ and a contraction in $L^{\infty}$ then the following statements hold:
(1) $M_{T}^{+}$applies $L^{1}$ into weak- $L^{1}$, more precisely,

$$
\mu\left(\left\{x: M_{T}^{+} f(x)>\lambda\right\}\right) \leq \frac{1}{\lambda}\|f\|_{1}
$$

for all functions $f \in L^{1}$ and all $\lambda>0$.
(2) The sequence of averages $A_{n} f$ converges a.e. for all $f \in L^{1}$.

Akcoglu's theorem [2] says that if $1<p<\infty$ and $T$ is a positive contraction on $L^{p}$ then
(1) $\left\|M_{T}^{+} f\right\|_{p} \leq \frac{p}{p-1}\|f\|_{p}$ for all $f \in L^{p}$.
(2) The sequence of averages $A_{n} f$ converges a.e. and in the norm of $L^{p}$ for all $f \in L^{p}$.
(We recall that in this setting an operator $T$ is positive if $T f \geq 0$ a.e. for all $f \geq 0$ a.e.). The proof of Akcoglu's theorem follows from the particular case of positive isometries which was previously proved by A. Ionescu-Tulcea [14]. The proof of Ionescu-Tulcea's result in Krengel's book [17] follows the lines of the proofs by Kan [16] and de la Torre [31]. It is based on the following key fact: if $1<p<\infty$ and $T$ is a positive linear isometry on $L^{p}$ then $T$ is a Lamperti operator or, in other words, $T$ separates supports ( $f g=0$ a.e. $\Rightarrow T f T g=0$ a.e.).

As we have noticed, Lamperti operators are a very important case; we point out that these operators have a very special structure $[16,18]$ that we resume in Section 2.

It was proved in [24] a kind of generalization of Akcoglu's theorem (see also [29]). On the one hand, more restrictive assumptions are considered: the authors work with positive invertible Lamperti operators with positive inverse. On the other hand, the authors treat with a more general assumption: they do not assume that $T$ is a positive contraction but the averages are uniformly bounded in $L^{p}, 1<p<\infty$, that is, there exists a positive constant $C$ such that

$$
\sup _{n}\left\|A_{n} f\right\|_{p} \leq C\|f\|_{p}
$$

for all $f \in L^{p}$. Under these assumptions, it is proved that the maximal operator $M_{T}^{+}$is bounded in $L^{p}$ and the sequence of averages $A_{n} f$ converges a.e. and in $L^{p}$ for all $f \in L^{p}$.

In what follows, we shall work in the setting of [24] (or [29]). Therefore, $T$ will be a positive invertible Lamperti operator with positive inverse (see the definitions and properties in Section 2). Since $T$ is invertible, it is natural to consider, for $0 \leq k, n \in \mathbb{Z}$, the averages

$$
\begin{equation*}
A_{k, n} f=\frac{1}{k+n+1} \sum_{j=-k}^{n} T^{j} f \tag{1.3}
\end{equation*}
$$

and the ergodic maximal operator

$$
\begin{equation*}
M_{T} f=\sup _{k, n \geq 0}\left|A_{k, n} f\right| . \tag{1.4}
\end{equation*}
$$

In fact, earlier results are obtained under the assumption

$$
\sup _{n}\left\|A_{n, n} f\right\|_{p} \leq C\|f\|_{p} \quad\left(f \in L^{p}\right)
$$

not only for the ergodic maximal operator $M_{T}[23,24]$ but also for the ergodic Hilbert transform [27] and the ergodic power function [21,28]. We recall the definitions of these operators. The ergodic Hilbert transform is defined as

$$
H_{T} f(x)=\lim _{n \rightarrow \infty} H_{n} f(x)
$$

where

$$
H_{n} f(x)=\sum_{j=-n}^{n}{ }^{\prime} \frac{1}{j} T^{j} f(x):=\sum_{j=1}^{n} \frac{1}{j}\left(T^{j} f(x)-T^{-j} f(x)\right),
$$

and the maximal ergodic Hilbert transform is

$$
H_{T}^{*} f(x)=\sup _{n \geq 0}\left|H_{n} f(x)\right|
$$

This operator was introduced by Cotlar [4] for operators induced by measure preserving transformations.
For $1<r<+\infty$ the ergodic power functions are defined by

$$
\begin{gathered}
P_{r, T}^{+} f(x)=\left(\sum_{n=0}^{\infty}\left|A_{0, n+1} f(x)-A_{0, n} f(x)\right|^{r}\right)^{1 / r}, \quad \text { and } \\
P_{r, T} f(x)=\left(\sum_{n=0}^{\infty}\left|A_{n+1,0} f(x)-A_{n, 0} f(x)\right|^{r}+\left|A_{0, n+1} f(x)-A_{0, n} f(x)\right|^{r}\right)^{1 / r} .
\end{gathered}
$$

$P_{r, T}^{+}$was introduced by Roger L. Jones [15]. We collect these results in the next theorem (see also [29] for the ergodic maximal operator and the ergodic Hilbert transform).

Theorem A ([23,24,27,28,21]). Let $1<p, r<+\infty$. Let $T$ be a positive invertible Lamperti operator with positive inverse. Assume that the averages are uniformly bounded in $L^{p}$, i.e., there exists $C>0$ such that

$$
\sup _{n}\left\|A_{n, n} f\right\|_{p} \leq C\|f\|_{p} \quad \text { for all } f \in L^{p} .
$$

## Then

(a) The operators $M_{T}, H_{T}^{*}, H_{T}$ and $P_{r, T}$ are bounded in $L^{p}$.
(b) The sequences $A_{n, n} f$ and $H_{n} f$ and the series $P_{r, T} f$ converge a.e. and in $L^{p}$ for all $f \in L^{p}$.

It could be reasonable to think that if the averages are uniformly bounded in $L^{1}$ then the maximal operator $M_{T}$ is of weak type $(1,1)$. However, it was noticed in [12, Example 2.11] that this is not the case in general. It was left open the problem of finding an additional condition in such a way that this condition together with the uniform boundedness of the averages in $L^{1}$ implies that the ergodic maximal operator is of weak type $(1,1)$. A cursory discussion of the problem studied in this paper for the continuous version of the ergodic maximal operator $M_{T}^{+}$appears in [22]. We show in this paper that if the averages are uniformly bounded in $L^{1}$ and in $L^{\infty}$ then $M_{T}$ is of weak type ( 1,1 ) (which resembles Dunford-Schwartz ergodic theorem) but, not only that, we also show that under the same assumptions we have that $H_{T}^{*}, H_{T}$ and $P_{r, T}$ are of weak type $(1,1)$ and the sequences $A_{n, n} f, H_{n} f$ converge a.e. and in measure for all $f \in L^{1}$. In fact, we are able to prove that the same conclusions hold under weaker assumptions, by changing the assumption in $L^{\infty}$ by the uniform boundedness in some $L^{p}, 1<p<+\infty$, of the averages associated to an operator $T_{p}$ which is a modification of the operator $T$ (see Theorem 3.4). This modified operator $T_{p}$ is the operator $T$ in the limit case $p=\infty$ and the natural isometry in $L^{1}$ when $p=1$. Notice that these weaker assumptions imply that there exists $s \in(1, \infty)$ such that the averages $A_{n, n}$ of the operator $T$ are uniformly bounded in $L^{p}$ for all $p \in[1, s]$ while the stronger assumptions imply that the same is true for $s=+\infty$.

The paper is organized in the following way: Section 2 is devoted to establish in a more precise way the setting of the paper; in particular we resume the structure and properties of Lamperti operators. Section 3 contains the main results and the proofs of the results are in the following sections. The last section is devoted to provide examples of operators which satisfy the assumptions of the theorems.

### 1.1. Notations

Throughout the paper, we will use some standard notations that we detail in what follows. If $E \subset \mathbb{R}$ is a Lebesgue-measurable set then $|E|$ stands for the Lebesgue measure of the set $E$. In the same way, if $A$ is a subset of integer numbers then $\# A$ denotes the cardinal or the counting measure of $A$. When we work in the real line and $U: \mathbb{R} \rightarrow \mathbb{R}$ is a nonnegative measurable function then $L^{p}(U)$ is the Lebesgue space $L^{p}(\mu)$, where $\mu$ is the measure with density $U$ with respect to Lebesgue measure. Also, $\ell^{p}(u)$ is the Lebesgue space $L^{p}(\mu)$ where $\mu$ is the measure with density $u$ with respect to counting measure on $\mathbb{Z}$.

It is said that an operator $\mathcal{L}$ applies $L^{p}(\mu)$ into $L^{p}(\mu)$ if there exists a positive constant $C$ such that

$$
\|\mathcal{L} f\|_{p} \leq C\|f\|_{p} \text { for all functions } f \in L^{p}(\mu)
$$

The space weak- $L^{p}(\mu)$, denoted by $L^{p, \infty}(\mu)$, is the space of functions $f$ such that

$$
\|f\|_{p . \infty}:=\sup _{\lambda>0} \lambda(\mu(\{x:|f(x)|>\lambda\}))^{\frac{1}{p}}<\infty .
$$

Finally, it is said that the operator $\mathcal{L}$ applies $L^{p}(\mu)$ into weak- $L^{p}(\mu)$ if there exists $C>0$ such that

$$
\|\mathcal{L} f\|_{p, \infty} \leq C\|f\|_{p} \text { for all functions } f \in L^{p}(\mu)
$$

## 2. Lamperti operators

In this section we state the setting of our paper (which is the same as in [29] and we follow the notations introduced in [3]). A Lamperti operator on $\mathcal{M}(\mu)$ is a map $T: \mathcal{M}(\mu) \rightarrow \mathcal{M}(\mu)$ of the form

$$
\begin{equation*}
T f(x)=h(x) \Phi f(x), \tag{2.1}
\end{equation*}
$$

where $h \in \mathcal{M}(\mu)$ and $\Phi: \mathcal{M}(\mu) \longrightarrow \mathcal{M}(\mu)$ is linear and multiplicative, that is,
(1) $\Phi(\alpha f+\beta g)=\alpha \Phi(f)+\beta \Phi(g)$
(2) $\Phi(f g)=\Phi(f) \Phi(g)$

Throughout the paper we always assume that $T$ is positive and invertible with positive inverse. It follows that $0<h(x)<\infty$ a.e. and $\Phi$ is invertible and positive. Other properties are $\Phi 1=1, \Phi\left(|f|^{r}\right)=|\Phi(f)|^{r}$ for positive $r$ and the following ones (see e.g. [16] and [18]):
(1) There exists a sequence of measurable functions $h_{j}$ such that

$$
\begin{equation*}
T^{j} f=h_{j} \Phi^{j} f \tag{2.2}
\end{equation*}
$$

where $h_{1}=h, h_{0}=1$ and $h_{j+k}=h_{j} \Phi^{j} h_{k}$, for any $j, k \in \mathbb{Z}$.
(2) By the Radon-Nikodym theorem, for every $j \in \mathbb{Z}$ there exists a positive function $J_{j} \in \mathcal{M}(\mu)$ such that if $f \geq 0$ then

$$
\begin{equation*}
\int_{X} J_{j} \Phi^{j} f d \mu=\int_{X} f d \mu \quad \text { and } \quad J_{j+k}=J_{j} \Phi^{j} J_{k}, \text { for any } j, k \in \mathbb{Z} . \tag{2.3}
\end{equation*}
$$

The function $J_{1}$ will be simply denoted by $J$.

## 3. Statement of the main results

A Cesàro bounded operator in $L^{p}$ is a linear operator such that the averages are uniformly bounded in $L^{p}$, that is, $\sup _{n \in \mathbb{N}}\left\|A_{0, n}\right\|_{L^{p}}<\infty$. Assume that $T$ is invertible. $T$ and its inverse $T^{-1}$ are Cesàro bounded operators in $L^{p}$ if and only if $\sup _{n \in \mathbb{N}}\left\|A_{n, n}\right\|_{L^{p}}<\infty$ (the averages $A_{n, n}$ are uniformly bounded operators in $L^{p}$ ). The next theorem establishes the weak type $(1,1)$ inequality for the ergodic maximal operator, the maximal ergodic Hilbert transform and the ergodic power operator and the a.e. convergence of the corresponding sequences of functions in $L^{1}$, assuming that $T$ and $T^{-1}$ are Cesàro bounded operators in $L^{1}$ and in $L^{\infty}$.

Theorem 3.1. Let $T f(x)=h(x) \Phi f(x)$ be a positive invertible Lamperti operator. Let $1<r<\infty$. If the averages $A_{n, n}$ are uniformly bounded operators in $L^{1}$ and in $L^{\infty}$ then the following statements hold:
(i) The maximal operator $M_{T}$ applies $L^{1}$ into weak- $L^{1}$, i.e., there exists $C>0$ such that

$$
\mu\left(\left\{x \in X: M_{T} f(x)>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{X}|f| d \mu \quad\left(f \in L^{1}, \lambda>0\right)
$$

and the sequences of averages $A_{n, n} f, A_{0, n} f$ and $A_{n, 0} f$ converge a.e. and in measure for all $f \in L^{1}$.
(ii) The maximal ergodic Hilbert transform $H_{T}^{*}$ applies $L^{1}$ into weak- $L^{1}$ and the sequence $H_{n} f$ converges a.e. and in measure for all $f \in L^{1}$; therefore, the ergodic Hilbert transform $H_{T} f$ exists in the a.e. sense and belongs to weak- $L^{1}$ for all $f \in L^{1}$.
(iii) The ergodic power operator $P_{r, T}$ applies $L^{1}$ into weak- $L^{1}$ and the series

$$
P_{r, T} f(x)=\left(\sum_{n=0}^{\infty}\left|A_{n+1,0} f(x)-A_{n, 0} f(x)\right|^{r}+\left|A_{0, n+1} f(x)-A_{0, n} f(x)\right|^{r}\right)^{1 / r}
$$

converges a.e. and in measure for all $f \in L^{1}$.
Remark 3.2. Observe that we can take symmetric means in the maximal definition, and Theorem 3.1 (i) holds. Indeed, if we define

$$
M_{T}^{c} f(x)=\sup _{n \geq 0}\left|A_{n, n} f(x)\right|,
$$

it is clear that $M_{T}^{c} f \leq M_{T} f \leq 2 M_{T}^{c} f$, so $M_{T}$ applies $L^{1}$ into weak- $L^{1}$ if and only if $M_{T}^{c}$ applies $L^{1}$ into weak- $L^{1}$.

Remark 3.3. R. Sato proved [26] that if $T$ is a positive operator such that the averages $A_{n}$ (see the definition in (1.1)) are uniformly bounded in $L^{1}$ and in $L^{\infty}$ then the sequence $A_{n} f$ converges a.e. for all $f \in L^{\infty}$. Earlier, Derriennic and Lin [7] proved that there exist a positive linear operator $T$ on $L^{1}$ of a finite measure space, with $\sup _{n \in \mathbb{N}}\left\|T^{n}\right\|_{L^{1}}<\infty$ and $T 1=1$, and a function $f$ in $L^{1}$ such that $A_{n} f$ does not converge a.e. Therefore, for this operator $T$, the averages $A_{n}$ are uniformly bounded in $L^{1}$ and in $L^{\infty}$, the sequence $A_{n} f$ converges a.e. for all functions $f$ in a dense class $\left(L^{\infty}\right)$ in $L^{1}$ but the ergodic maximal operator $M_{T}^{+} f=\sup _{n \geq 0}\left|A_{n} f\right|$ is not of weak type $(1,1)$ because there exists a function in $L^{1}$ such that $A_{n} f$ does not converge a.e.

The assumption on $L^{\infty}$ can be weakened by assuming the uniform boundedness of the averages of a modified operator $T_{p}$ related to $T$. This result is stated in the following theorem.

Theorem 3.4. Let $T f(x)=h(x) \Phi f(x)$ be a positive invertible Lamperti operator and let $J$ be the function defined in (2.3). Let $1<p<\infty$ and let $T_{p}$ be the positive invertible Lamperti operator $T_{p} f(x)=$ $\left(\frac{J(x)}{h(x)}\right)^{\frac{1}{p}} T f(x)$. If the averages $A_{n, n}$ are uniformly bounded operators in $L^{1}$ and the averages $A_{n, n, T_{p}}$ defined by

$$
\begin{equation*}
A_{n, n, T_{p}} f=\frac{1}{2 n+1} \sum_{j=-n}^{n} T_{p}^{j} f \tag{3.1}
\end{equation*}
$$

are uniformly bounded operators in $L^{p}, 1<p<\infty$, then the following statements hold:
(i) The maximal operator $M_{T}$, the maximal ergodic Hilbert transform $H_{T}^{*}$ and the ergodic power operator $P_{r, T}, 1<r<\infty$ apply $L^{1}$ into weak- $L^{1}$.
(ii) The sequences $A_{n, n} f, A_{0, n} f, A_{n, 0} f$ and $H_{n} f$ and the series $P_{r, T} f, 1<r<\infty$, converge a.e. and in measure for all $f \in L^{1}$.

As it is shown in Remark 3.6, the assumptions in this theorem are weaker than the ones in Theorem 3.1. We notice that the assumptions in Theorem 3.1 imply that the averages are uniformly bounded in $L^{p}$ for all $p \in[1,+\infty]$ while the assumptions in Theorem 3.4 imply that there exists $s \in(1,+\infty)$ such that the averages are uniformly bounded in $L^{p}$ for all $p \in[1, s]$ (see the proof of Theorem 3.4 (ii) at the end on Section 7).

In order to prove Theorem 3.1 and Theorem 3.4, a key result is the following lemma which characterizes the positive invertible Lamperti operators such that $T$ and $T^{-1}$ are Cesàro bounded in $L^{p}, 1 \leq p \leq \infty$. Before stating it, we introduce some notations: if $a: \mathbb{Z} \rightarrow \mathbb{R}$ is a sequence of real numbers, the Hardy-Littlewood maximal function of $a$ is defined by

$$
\begin{equation*}
m a(j)=\sup _{k, n \geq 0}\left|\frac{1}{k+n+1} \sum_{i=-k}^{n} a(j+i)\right| \tag{3.2}
\end{equation*}
$$

It is clear that $m=M_{T}$ where $T a(j)=a(j+1)$. It is said that a nonnegative function $u: \mathbb{Z} \rightarrow \mathbb{R}$ satisfies the discrete Muckenhoupt $A_{1}(\mathbb{Z})$ condition if there exists $C>0$ such that

$$
\begin{equation*}
m u(n) \leq C u(n) \text { for all } n \in \mathbb{Z}, \tag{3.3}
\end{equation*}
$$

and the minimum of all these positive constants is denoted by $[u]_{A_{1}(\mathbb{Z})}$. We also say that $u$ belongs to $A_{1}(\mathbb{Z})$. We recall that the discrete Hardy-Littlewood maximal operator $m$ applies the weighted space $\ell^{1}(u)$ into weak- $\ell^{1}(u)$ if and only if $u \in A_{1}(\mathbb{Z})$. It is said that $u$ satisfies the $A_{p}(\mathbb{Z})$ condition or $u$ belongs to $A_{p}(\mathbb{Z})$, $1<p<+\infty$, if there exists $C>0$ such that

$$
\begin{equation*}
\left(\sum_{j \in I} u(j)\right)\left(\sum_{j \in I} u^{-1 /(p-1)}(j)\right)^{p-1} \leq C(\#(I))^{p} \tag{3.4}
\end{equation*}
$$

for all bounded intervals $I$. The minimum of all these positive constants is denoted by $[u]_{A_{p}(\mathbb{Z})}$. It is said that $u$ satisfies $A_{\infty}(\mathbb{Z})$, belongs to $A_{\infty}(\mathbb{Z})$ or simply $u \in A_{\infty}(\mathbb{Z})$, if there exists $p \in[1, \infty)$ such that $u \in A_{p}(\mathbb{Z})$ (we also write $A_{\infty}(\mathbb{Z})=\underset{p \in[1, \infty)}{\bigcup} A_{p}(\mathbb{Z})$ ). We recall that $m$ applies the weighted space $\ell^{p}(u)$ into $\ell^{p}(u)$ if and only if $u \in A_{p}(\mathbb{Z})$. These discrete results can be found in [13].

Lemma 3.5. Let $T f(x)=h(x) \Phi f(x)$ be a positive invertible Lamperti operator and let $J_{j}$ and $h_{j}$ be the functions defined in (2.3) and (2.2), respectively. Let $1<p, p^{\prime}<\infty, \frac{1}{p}+\frac{1}{p^{\prime}}=1$ and let $T_{p}$ be the positive invertible Lamperti operator $T_{p} f(x)=\left(\frac{J(x)}{h(x)}\right)^{\frac{1}{p}} T f(x)$.
(i) The averages $A_{n, n}$ are uniformly bounded operators in $L^{1}$ if and only if for almost every $x \in X$, the functions $q_{x}: \mathbb{Z} \rightarrow \mathbb{R}, q_{x}(j)=J_{j}(x) h_{j}^{-1}(x)$, belong to the discrete Muckenhoupt $A_{1}(\mathbb{Z})$ class with $a$ uniform constant, that is, there exists $C>0$ such that for a.e. $x \in X$

$$
\begin{equation*}
m q_{x}(j) \leq C q_{x}(j) \quad \text { for all } j \in \mathbb{Z} \tag{3.5}
\end{equation*}
$$

More precisely, the constant $C=\sup _{n}\left\|A_{n, n}\right\|_{1}$ satisfies the above inequality.
(ii) The averages $A_{n, n}$ are uniformly bounded operators in $L^{\infty}$ if and only if for almost every $x \in X$, the functions $h_{x}: \mathbb{Z} \rightarrow \mathbb{R}, h_{x}(j)=h_{j}(x)$, belong to the discrete Muckenhoupt $A_{1}(\mathbb{Z})$ class with a uniform constant, that is, there exists $C>0$ such that for a.e. $x$

$$
\begin{equation*}
m h_{x}(j) \leq C h_{x}(j) \quad \text { for all } j \in \mathbb{Z} . \tag{3.6}
\end{equation*}
$$

More precisely, the constant $C=\sup _{n}\left\|A_{n, n}\right\|_{\infty}$ satisfies the above inequality.
(iii) ([24,23]) The averages $A_{n, n}$ are uniformly bounded operators in $L^{p}$ if and only if for almost every $x \in X$, the functions $q_{x}: \mathbb{Z} \rightarrow \mathbb{R}, q_{x}(j)=J_{j}(x) h_{j}^{-p}(x)$ belong to the discrete Muckenhoupt $A_{p}(\mathbb{Z})$ class with a uniform constant, that is, there exists $C>0$ such that for a.e. $x \in X$

$$
\left(\sum_{j=n}^{m} q_{x}(j)\right)\left(\sum_{j=n}^{m} q_{x}^{-1 /(p-1)}(j)\right)^{p-1} \leq C(n+m+1)^{p}
$$

for all integers $n$ and $m$ with $n \leq m$.
(iv) The averages $A_{n, n, T_{p}}$ defined in (3.1) are uniformly bounded operators in $L^{p}$ if and only if for almost every $x \in X$, the functions $h_{x}: \mathbb{Z} \rightarrow \mathbb{R}, h_{x}(j)=h_{j}(x)$ belong to the discrete Muckenhoupt $A_{p^{\prime}}(\mathbb{Z})$ class with a uniform constant.

Remark 3.6. It is known that the class $A_{1}(\mathbb{Z})$ is included in $A_{p^{\prime}}(\mathbb{Z}), 1<p^{\prime}<\infty$. Then it follows that the assumptions in Theorem 3.1 are stronger than the ones in Theorem 3.4.

Proof of Lemma 3.5. (iii) is proved in [24,23], and (iv) is an immediate consequence of (iii) since $T_{p} f(x)=$ $h(x)^{\frac{1}{p^{\prime}}} J(x)^{\frac{1}{p}} \Phi f(x)$.

Proof of (i). (3.5) holds if and only if for a.e. $x$

$$
\sup _{n \geq 0} \frac{1}{2 n+1} \sum_{i=-n}^{n} J_{j+i}(x) h_{i+j}^{-1}(x) \leq C J_{j}(x) h_{j}^{-1}(x) \quad \text { for all } j \in \mathbb{Z}
$$

By (2.2) and (2.3) the above inequality holds if and only if for a.e. $x$

$$
\sup _{n \geq 0} \frac{1}{2 n+1} \sum_{i=-n}^{n} J_{i}(x) h_{i}^{-1}(x) \leq C .
$$

The last inequality is equivalent to

$$
\sup _{n \geq 0} \frac{1}{2 n+1} \sum_{i=-n}^{n} \int_{X} f(x) \frac{J_{i}(x)}{h_{i}(x)} d \mu(x) \leq C \int_{X} f(x) d \mu(x)
$$

for all non negative measurable functions. Applying again (2.3), we get

$$
\sup _{n \geq 0} \frac{1}{2 n+1} \sum_{i=-n}^{n} \int_{X} \Phi^{-i} f(x) \frac{\Phi^{-i} J_{i}(x)}{\Phi^{-i} h_{i}(x)} J_{-i}(x) d \mu(x) \leq C \int_{X} f(x) d \mu(x) .
$$

By properties (2.2) and (2.3) we deduce $h_{-i}(x) \Phi^{-i} h_{i}(x)=1$ and $J_{-i}(x) \Phi^{-i} J_{i}(x)=1$. Therefore, all the inequalities are equivalent to

$$
\sup _{n \geq 0} \frac{1}{2 n+1} \sum_{i=-n}^{n} \int_{X} h_{-i}(x) \Phi^{-i} f(x) d \mu(x) \leq C \int_{X} f(x) d \mu(x) .
$$

This inequality means that the averages $A_{n, n}$ are uniformly bounded in $L^{1}$. This finishes the proof of (i). It follows from the proof that we can take the constant $C=\sup _{n}\left\|A_{n, n}\right\|_{1}$ in (3.5).

Proof of (ii). Assume (3.6) holds. Then there exists $C>0$ such that for a.e. $x$ and for all $n \geq 0$,

$$
\begin{equation*}
\frac{1}{2 n+1} \sum_{i=-n}^{n} h_{i+j}(x) \leq C h_{j}(x) \quad \text { for all } j \in \mathbb{Z} \tag{3.7}
\end{equation*}
$$

By using (2.2) the last inequality is equivalent to

$$
\frac{1}{2 n+1} \sum_{i=-n}^{n} \Phi^{j} h_{i}(x) \leq C \quad \text { a.e. } x, \text { for all } n \geq 0 \text { and for all } j \in \mathbb{Z}
$$

or, equivalently,

$$
\begin{equation*}
\frac{1}{2 n+1} \sum_{i=-n}^{n} h_{i}(x) \leq C \quad \text { a.e. } x, \text { for all } n \geq 0 \tag{3.8}
\end{equation*}
$$

It follows that for all $n \in \mathbb{N}$

$$
\begin{aligned}
\left|A_{n, n} f(x)\right| & \leq \frac{1}{2 n+1} \sum_{i=-n}^{n} h_{i}(x)\left|\Phi^{i} f(x)\right| \\
& \leq\|f\|_{\infty} \frac{1}{2 n+1} \sum_{i=-n}^{n} h_{i}(x) \leq C\|f\|_{\infty} \quad \text { a.e. } x
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\sup _{n \geq 0}\left\|A_{n, n} f\right\|_{\infty} \leq C\|f\|_{\infty} \tag{3.9}
\end{equation*}
$$

Conversely, assume that (3.9) holds. Applying this inequality to $f(x)=1$ we obtain (3.8) which, as we said above, holds if and only if for almost every $x \in X$, the functions $h_{x}$ belong to the discrete Muckenhoupt $A_{1}(\mathbb{Z})$ class with a uniform constant. It follows from the proof that we can take the constant $C=\sup _{n}\left\|A_{n, n}\right\|_{\infty}$ in (3.7).

## 4. Proof of Theorem 3.1

The proof follows by transference arguments from some results in the integers. Due to the similarity of the proofs of the statements of Theorem 3.1 (the key steps of the transference argument are essentially the same), we will show the first one in detail and the others more concisely.

### 4.1. Proof of Theorem 3.1(i)

We start stating the result we need on the integers. This kind of inequalities is sometimes called a mixed weak type $(1,1)$ inequality for the operator $m$.

Theorem 4.1. Let $u, v: \mathbb{Z} \rightarrow \mathbb{R}$ be non negative measurable functions. If $u, v \in A_{1}(\mathbb{Z})$ then there exists a constant $C$ such that for all $\lambda>0$ and all functions $a: \mathbb{Z} \rightarrow \mathbb{R}$,

$$
\sum_{\{n \in \mathbb{Z}: m a(n)>\lambda v(n)\}} u(n) v(n) \leq \frac{C}{\lambda} \sum_{n \in \mathbb{Z}}|a(n)| u(n),
$$

where $C$ depends only on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{1}(\mathbb{Z})}$.
The proof follows from the corresponding result in [30]. For reasons of completeness, we give the proof of this result in Section 5.

Proof of Theorem 3.1(i). We may assume without loss of generality that $f \geq 0$. We establish some notation that we will reuse throughout the paper. Let $\mathcal{L}_{T}$ be the maximal operator $M_{T}^{c}$ and let $\mathcal{L}$ denote the HardyLittlewood maximal operator $m$ on the integers. We set $L_{n}=A_{n, n}$ for any natural number $n$. Then by definition,

$$
\mathcal{L}_{T} f=\sup _{n \geq 0} L_{n} f .
$$

Let $N$ be a positive integer and let us consider the truncated operator

$$
\mathcal{L}_{T, N} f(x)=\sup _{0 \leq n \leq N} L_{n} f(x) .
$$

Since $\left\{\mathcal{L}_{T, N} f\right\}_{N=1}^{\infty}$ is an increasing sequence and $\lim _{N \rightarrow \infty} \mathcal{L}_{T, N} f(x)=\mathcal{L}_{T} f(x)$, by the monotone convergence theorem, it suffices to prove that there exists $C>0$ independent of $N$ such that

$$
\begin{equation*}
\mu\left(\left\{x \in X: \mathcal{L}_{T, N} f(x)>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{X} f d \mu \tag{4.1}
\end{equation*}
$$

Proof of (4.1). Let $O_{\lambda, N}:=\left\{x \in X: \mathcal{L}_{T, N} f(x)>\lambda\right\}$. Let $K$ be any positive integer. Then, by (2.3),

$$
\mu\left(O_{\lambda, N}\right)=\frac{1}{K+1} \sum_{j=0}^{K} \int_{X} J_{j} \Phi^{j} \chi_{O_{\lambda, N}} d \mu=\frac{1}{K+1} \int_{X} \sum_{j=0}^{K} J_{j} \Phi^{j} \chi_{O_{\lambda, N}} d \mu
$$

where $\chi_{A}$ denotes the characteristic function of $A$. Let $E_{0}=\{x: f(x)>\lambda\}$ and if $0<n \leq N$ let

$$
E_{n}=\left\{x: L_{n} f(x)>\lambda\right\} \cap\left(X \backslash \cup_{i=1}^{n-1} E_{i}\right) .
$$

It is clear that the sets $E_{n}$ are disjoint and $O_{\lambda, N}=\cup_{n=0}^{N} E_{n}$. From the definition of the sets,

$$
\lambda \chi_{O_{\lambda, N}} \leq \sum_{n=0}^{N} L_{n} f \chi_{E_{n}}
$$

Therefore,

$$
\lambda \Phi^{j} \chi_{O_{\lambda, N}} \leq \sum_{n=0}^{N} \Phi^{j}\left(L_{n} f\right) \Phi^{j} \chi_{E_{n}} .
$$

Observe, by applying (2.2), that $\Phi^{j}\left(L_{n} f\right)=h_{j}^{-1} T^{j}\left(L_{n} f\right)$, and a direct computation yields $T^{j}\left(L_{n} f\right)=$ $L_{n}\left(T^{j} f\right)$, so it follows that

$$
\lambda h_{j} \Phi^{j} \chi_{O_{\lambda, N}} \leq \sum_{n=0}^{N} L_{n}\left(T^{j} f\right) \Phi^{j} \chi_{E_{n}} .
$$

For fixed $x \in X$, let $p_{x}: \mathbb{Z} \rightarrow \mathbb{R}, p_{x}(i)=T^{i} f(x)$. Since $0 \leq j \leq K$, a simple observation yields $L_{n}\left(T^{j} f\right) \leq$ $\mathcal{L}\left(p_{x} \chi_{[-N, N+K]}\right)(j)$, where $[-N, N+K]=\{j \in \mathbb{Z}:-N \leq j \leq N+K\}$. Then

$$
\lambda h_{j} \Phi^{j} \chi_{O_{\lambda, N}} \leq \sum_{n=0}^{N} L_{n}\left(T^{j} f\right) \Phi^{j} \chi_{E_{n}} \leq \mathcal{L}\left(p_{x} \chi_{[-N, N+K]}\right)(j) \Phi^{j} \chi_{O_{\lambda, N}}
$$

Since $\Phi^{j} \chi_{O_{\lambda, N}}=\chi_{\Phi^{j} O_{\lambda, N}} \leq 1$ (see [16]), the above inequality yields,

$$
\begin{aligned}
\sum_{j=0}^{K} J_{j}(x) \Phi^{j} \chi_{O_{\lambda, N}}(x) & \leq \sum_{\left\{j \in \mathbb{Z}: \mathcal{L}\left(p_{x} \chi_{[-N, K+N]}\right)(j)>\lambda h_{j}(x)\right\}} J_{j}(x) \\
& =\sum_{\left\{j \in \mathbb{Z}: \mathcal{L}\left(p_{x} \chi_{[-N, K+N]}\right)(j)>\lambda h_{j}(x)\right\}}\left(J_{j}(x) h_{j}^{-1}(x)\right) h_{j}(x)
\end{aligned}
$$

Since the averages $A_{n, n}$ are uniformly bounded operators in $L^{1}$ and $L^{\infty}$, Lemma 3.5 implies that for almost every $x \in X$, the functions $h_{x}(j) \in A_{1}(\mathbb{Z})$ and $q_{x}(j)=J_{j}(x) h_{j}^{-1}(x) \in A_{1}(\mathbb{Z})$ with uniform constants (independent of $x$ ). Then, by applying Theorem 4.1, there exists $C>0$ such that for a.e. $x$

$$
\begin{aligned}
\sum_{\left\{j \in \mathbb{Z}: \mathcal{L}\left(p_{x} \chi_{[-N, K+N]}\right)(j)>\lambda h_{j}(x)\right\}}\left(J_{j}(x) h_{j}^{-1}(x)\right) h_{j}(x) & \leq \frac{C}{\lambda} \sum_{j \in \mathbb{Z}} T^{j}(f)(x) \chi_{[-N, K+N]}(j) J_{j}(x) h_{j}^{-1}(x) \\
& =\frac{C}{\lambda} \sum_{j=-N}^{N+K} \Phi^{j}(f)(x) J_{j}(x) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mu\left(O_{\lambda, N}\right) & =\frac{1}{K+1} \int_{X} \sum_{j=0}^{K} J_{j} \Phi^{j} \chi_{O_{\lambda, N}} d \mu \leq \frac{1}{K+1} \frac{C}{\lambda} \sum_{j=-N}^{N+K} \int_{X} \Phi^{j}(f)(x) J_{j}(x) d \mu(x) \\
& =\frac{2 N+K+1}{K+1} \frac{C}{\lambda} \int_{X} f(x) d \mu(x),
\end{aligned}
$$

where the last equality is due to (2.3). By taking limit as $K$ goes to infinity, (4.1) holds.
By Marcinkiewizc interpolation theorem the averages $A_{n, n}, A_{n, 0}$ and $A_{0, n}$ are uniformly bounded operators in $L^{p}, 1<p<\infty$. By the result in [23,24] (see Theorem A), the sequences of averages $A_{n, n} f$, $A_{0, n} f$ and $A_{n, 0} f$ converge a.e. for all $f \in L^{p}$. Therefore we have that the averages converge a.e. for all functions $f$ in $L^{p} \cap L^{1}$ which is a dense set in $L^{1}$. Moreover, we have just proved that $\mathcal{L}_{T}=M_{T}$ applies $L^{1}$ into weak- $L^{1}$. Then Banach principle yields that the sequences of averages converge in a.e. for all $f \in L^{1}$.

Regarding the convergence in measure of the sequences of averages $A_{n, n} f, A_{0, n} f$ and $A_{n, 0} f$, we proceed in the same way; we only have to observe that it follows from Theorem A that these sequences converge in the $L^{p}$ norm, therefore in measure, for all $f \in L^{p}, 1<p<\infty$.

### 4.2. Proof of Theorem 3.1(ii)

Before prove it, we establish some notation: if $a: \mathbb{Z} \rightarrow \mathbb{R}$ is any function then the maximal function Hilbert transform $h^{*}$ of $a$ is defined as follows:

$$
\begin{equation*}
h^{*} a(i)=\sup _{n \geq 0}\left|\sum_{1 \leq|j| \leq n} \frac{a(i+j)}{j}\right|=\sup _{n \geq 0}\left|\sum_{j=1}^{n} \frac{1}{j}(a(i+j)-a(i-j))\right| . \tag{4.2}
\end{equation*}
$$

We point out that $h^{*}=H_{T}^{*}$, where $T a(i)=a(i+1)$.
The proof follows by transference arguments from the next result in the integers.
Theorem 4.2. Let $u, v: \mathbb{Z} \rightarrow \mathbb{R}$ be non negative measurable functions. If $u, v \in A_{1}(\mathbb{Z})$ then there exists $a$ constant $C>0$ such that for all $\lambda>0$ and all functions $a: \mathbb{Z} \rightarrow \mathbb{R}$,

$$
\sum_{\left\{n \in \mathbb{Z}: h^{*} a(n)>\lambda v(n)\right\}} u(n) v(n) \leq \frac{C}{\lambda} \sum_{n \in \mathbb{Z}}|a(n)| u(n)
$$

where $C$ depends only of $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{1}(\mathbb{Z})}$.
This theorem follows from the results in [5]. We provide a proof in Section 5.
Proof of Theorem 3.1(ii). The inequality

$$
\begin{equation*}
\mu\left(\left\{x \in X: H_{T}^{*} f(x)>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{X}|f| d \mu \quad\left(f \in L^{1}, \lambda>0\right) \tag{4.3}
\end{equation*}
$$

is proved by following the same argument of the proof of Theorem 3.1(i), by taking the maximal operator $\mathcal{L}_{T}=H_{T}^{*}$, the operator on the integers $\mathcal{L}=h^{*}$ and the partial sums $L_{n}=\left|H_{n}\right|$, and by applying Theorem 4.2 instead of Theorem 4.1.

Now we prove the results about the convergence of $H_{n}$. By Marcinkiewizc interpolation theorem, the averages $A_{n, n}$ are uniformly bounded operators in $L^{p}, 1<p<\infty$. Moreover, Theorem A yields that the sequence $H_{n} f$ converges a.e. and in $L^{p}$ (and therefore in measure) for all $f \in L^{p}$ and then it converges a.e. and in measure for all functions $f \in L^{p} \cap L^{1}$ which is a dense set in $L^{1}$. In addition, we have just proved that $H_{T}^{*}$ applies $L^{1}$ into weak- $L^{1}$, so Banach principle yields that $H_{n} f$ converges a.e. and in measure for all $f \in L^{1}$. Therefore the ergodic Hilbert transform $H_{T} f$ exists in the a.e. sense and belongs to weak- $L^{1}$ for all $f \in L^{1}$.

### 4.3. Proof of Theorem 3.1(iii)

For $1<r<\infty$, let $Q_{r, T}$ be the operator defined by the following expression

$$
\begin{equation*}
Q_{r, T}(f)=\left(\sum_{k=-\infty}^{\infty}\left(\frac{\left|T^{k} f\right|}{|k|+1}\right)^{r}\right)^{\frac{1}{r}}=\lim _{n \rightarrow \infty} Q_{r, n} f \tag{4.4}
\end{equation*}
$$

where $Q_{r, n} f=\left(\sum_{k=-n}^{n}\left(\frac{\left|T^{k} f\right|}{|k|+1}\right)^{r}\right)^{\frac{1}{r}}$. The argument of our proof is based in the following key inequality

$$
\begin{equation*}
P_{r, T} f \leq C M_{T} f+Q_{r, T} f, r>1 \tag{4.5}
\end{equation*}
$$

(see $[15,28]$ ). Then in order to prove Theorem 3.1(iii) it is enough to show the following result.

Theorem 4.3. Let $T f(x)=h(x) \Phi f(x)$ a positive invertible Lamperti operator. Let $1<r<\infty$. If the averages $A_{n, n}$ are uniformly bounded operators in $L^{1}$ and in $L^{\infty}$ then the ergodic operator $Q_{r, T}$ applies $L^{1}$ into weak- $L^{1}$, i.e. there exists $C>0$ such that

$$
\mu\left(\left\{x \in X: Q_{r, T} f(x)>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{X}|f| d \mu \quad\left(f \in L^{1}, \lambda>0\right)
$$

When $T$ is the operator defined on functions $a: \mathbb{Z} \rightarrow \mathbb{R}$ by $T a(i)=a(i+1)$, we denote the operator $Q_{r, T}$ simply by $Q_{r}$, that is,

$$
Q_{r}(a)(j)=\left(\sum_{k=-\infty}^{\infty}\left(\frac{|a(k+j)|}{|k|+1}\right)^{r}\right)^{\frac{1}{r}}
$$

The proof of Theorem 4.3 follows by transference arguments from the next result in the integers.
Theorem 4.4. Let $u, v: \mathbb{Z} \rightarrow \mathbb{R}$ be non negative measurable functions. If $u, v \in A_{1}(\mathbb{Z})$ then there exists a constant $C>0$ such that for all $\lambda>0$ and all functions $a: \mathbb{Z} \rightarrow \mathbb{R}$,

$$
\sum_{\left\{n \in \mathbb{Z}: Q_{r} a(n)>\lambda v(n)\right\}} u(n) v(n) \leq \frac{C}{\lambda} \sum_{n \in \mathbb{Z}}|a(n)| u(n),
$$

where $C$ depends only on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{1}(\mathbb{Z})}$.
The proof of this result will be given in Section 6. Unlike Theorems 4.1 and 4.2, and as far as we know, this theorem does not follow from any known result in the continuous setting, that is, in Harmonic Analysis. This is the reason why the proof of this result will be more involved and we dedicate the entire Section 6 to it.

Proof of Theorem 4.3. We only have to follow the proof of Theorem 3.1(i) by taking the maximal operator $\mathcal{L}_{T}=Q_{r, T}$, the operator defined on functions on the integers $\mathcal{L}=Q_{r}$ and $L_{n}=Q_{r, n}$. In this case there are some slight differences that can make the proof simpler, for example, it is enough to consider the truncated operator $\mathcal{L}_{T, N}=Q_{r, N}$. Moreover we point out that we apply Theorem 4.4 instead of Theorem 4.1.

Proof of Theorem 3.1(iii). By inequality (4.5), Theorem 4.3 and Theorem 3.1(i), we obtain that $P_{r, T}$ applies $L^{1}$ into weak- $L^{1}$. Now, we point out that Marcinkiewizc interpolation theorem yields that the averages $A_{n, n}$ are uniformly bounded operators in $L^{p}, 1<p<\infty$, so by Theorem A the sequence $P_{r, T} f$ converges in a.e. and in $L^{p}$ (therefore in measure) for all $f \in L^{p}$. This fact together with the weak type ( 1,1 ) inequality gives that $P_{r, T} f$ converges a.e and in measure for all $f \in L^{1}$.

## 5. Proof of Theorems 4.1 and 4.2

In order to prove Theorems 4.1, and 4.2 we follow the ideas in [13] which allow to transfer weighted inequalities from the real line to the integers. In the next sections we shall need some notations, definitions and results that we include here. Given a measurable function $f: \mathbb{R} \rightarrow \mathbb{R}$, the Hardy-Littlewood maximal function is defined as

$$
M f(x)=\sup _{h, k>0} \frac{1}{h+k} \int_{x-h}^{x+k}|f| .
$$

The maximal Hilbert transform is defined as

$$
H^{*} f(x)=\sup _{\varepsilon>0}\left|\int_{|x-y|>\varepsilon} \frac{f(y)}{x-y} d y\right|
$$

when the integrals make sense. It is said that a nonnegative function $U: \mathbb{R} \rightarrow \mathbb{R}$ satisfies the Muckenhoupt $A_{1}$ condition if there exists $C>0$ such that

$$
M U(x) \leq C U(x) \text { for almost every } x \in \mathbb{R}
$$

and the minimum of all these positive constants is denoted by $[U]_{A_{1}}$. We also say that $U$ belongs to $A_{1}$ or $U \in A_{1}$. We recall that $M$ applies the weighted space $L^{1}(U)$ into weak- $L^{1}(U)$ if and only if $U \in A_{1}$ ([25]). The same result holds for the maximal Hilbert transform $H$.

Moreover it is said that a nonnegative function $U: \mathbb{R} \rightarrow \mathbb{R}$ satisfies the Muckenhoupt $A_{p}$ condition, $1<p<+\infty$ if there exists $C>0$ such that

$$
\left(\int_{I} U(x) d x\right)\left(\int_{I} U^{-1 /(p-1)}(x) d x\right)^{p-1} \leq C|I|^{p}
$$

for all bounded intervals $I$. The minimum of all these positive constants is denoted by $[U]_{A_{p}}$. We also say that $U$ belongs to $A_{p}$ or $U \in A_{p}$.

It is said that $U$ satisfies $A_{\infty}$, belongs to $A_{\infty}$ or simply $U \in A_{\infty}$, if there exists $p \in[1, \infty)$ such that $U \in A_{p}$ (we also write $A_{\infty}=\underset{p \in[1, \infty)}{\bigcup} A_{p}$ ). We recall that $M$ applies the weighted space $L^{p}(U)$ into $L^{p}(U)$ if and only if $U \in A_{p}[25]$. The same result holds for the maximal Hilbert transform $H^{*}$.

Further, a weight $U \in A_{p}, 1 \leq p<\infty$, satisfies the Reverse Hölder Inequality: there exist $C>0$ and $\gamma>1$, that depend only on $p$ and $[U]_{A_{p}}$ such that

$$
\begin{equation*}
\left(\frac{1}{|I|} \int_{I} U(x)^{\gamma} d x\right)^{\frac{1}{\gamma}} \leq C\left(\frac{1}{|I|} \int_{I} U(x) d x\right) \tag{5.1}
\end{equation*}
$$

As a consequence, $U \in A_{p}$ for some $1 \leq p<\infty$ if and only if there exist positive constants $C$ and $\delta$ that depend only on $p$ and $[U]_{A_{p}}$ such that

$$
\begin{equation*}
U(F) \leq C\left(\frac{|F|}{|I|}\right)^{\delta} U(I) \tag{5.2}
\end{equation*}
$$

for all bounded intervals $I$ and all measurable subsets $F \subset I$, where, as usual, $U(E)$ stands for $\int_{E} U(x) d x$.
We point out [10] as a general reference for results about Muckenhoupt $A_{p}$ weights.
In the proofs of Theorems 4.1 and 4.2 we shall need the following result for $M$ and $H^{*}$ (the result for $M$ can be found in [30] while the corresponding one for the maximal Hilbert transform follows from Theorems 1.7 and 1.3 in [5]).

Theorem B ([30,5]). Let $U, V \in A_{1}$. Let $\mathcal{L}$ be the Hardy-Littlewood maximal operator $M$ or the maximal Hilbert transform $H^{*}$. Then there exists a positive constant $C$, depending only on $[U]_{A_{1}}$ and $[V]_{A_{1}}$, such that

$$
\int_{\{x \in \mathbb{R}: \mathcal{L} f(x)>\lambda V(x)\}} U V \leq \frac{C}{\lambda} \int_{\mathbb{R}}|f| U
$$

for all $\lambda>0$ and all measurable functions $f$.
Proof of Theorem 4.1. We assume without loss of generality that $a(n) \geq 0, n \in \mathbb{Z}$. For all $x \in \mathbb{R}$, let $[x]$ be the greatest integer less than or equal to $x$. Let $U(x)=u([x]), V(x)=v([x])$ and $f(x)=a([x]), x \in \mathbb{R}$. Let us observe that $u, v \in A_{1}(\mathbb{Z})$ if and only if $U, V \in A_{1}$ and the constant $[U]_{A_{1}}$ and $[V]_{A_{1}}$ depend on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{1}(\mathbb{Z})}$, respectively. Moreover, $m a([x]) \leq M f(x)$. Indeed, if $k, m \geq 0$, and $x \in[n, n+1)$

$$
\frac{1}{m+k+1} \sum_{j=-k}^{m} a(n+j)=\frac{1}{m+k+1} \sum_{j=-k}^{m} \int_{n+j}^{n+j+1} f(y) d y=\frac{1}{m+k+1} \int_{n-k}^{m+n+1} f(y) d y \leq M f(x) .
$$

Then Theorem B yields

$$
\begin{aligned}
\sum_{\{n \in \mathbb{Z}: m a(n)>\lambda v(n)\}} u(n) v(n) & =\sum_{n \in \mathbb{Z}} \int_{n}^{n+1} \chi_{\{j \in \mathbb{Z}: m a(j)>\lambda v(j)\}}(n) U(y) V(y) d y \\
& \leq \sum_{n \in \mathbb{Z}} \int_{n}^{n+1} \chi_{\{x \in \mathbb{R}: M f(x)>\lambda V(x)\}}(y) U(y) V(y) d y \\
& =\int_{\{x \in \mathbb{R}: M f(x)>\lambda V(x)\}} U(y) V(y) d y \\
& \leq \frac{C}{\lambda} \int_{\mathbb{R}} f(x) U(x) d x=\frac{C}{\lambda} \sum_{n \in \mathbb{Z}} \int_{n}^{n+1} f(x) U(x) d x=\frac{C}{\lambda} \sum_{n \in \mathbb{Z}} a(n) u(n) .
\end{aligned}
$$

Proof of Theorem 4.2. Assume without loss of generality that $a(n) \geq 0, n \in \mathbb{Z}$. Let $f=\sum_{i \in \mathbb{Z}} a(i) \chi_{\left(i-\frac{1}{4}, i+\frac{1}{4}\right)}$, $U=\sum_{i \in \mathbb{Z}} u(i) \chi_{\left(i-\frac{1}{4}, i+\frac{1}{4}\right)}$ and $V=\sum_{i \in \mathbb{Z}} v(i) \chi_{\left(i-\frac{1}{4}, i+\frac{1}{4}\right)}$. It is easy to see that $U, V \in A^{1}$ and the constant $[U]_{A_{1}}$ and $[V]_{A_{1}}$ depend on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{1}(\mathbb{Z})}$, respectively. We also have that for $x \in\left(i-\frac{1}{4}, i+\frac{1}{4}\right)$ the inequality $h^{*} a(i) \leq 8 M f(x)+2 H^{*} f(x)$ holds (see [13]). Then Theorem B yields

$$
\begin{aligned}
\sum_{\left\{n \in \mathbb{Z}: h^{*} a(n)>\lambda v(n)\right\}} u(n) v(n) & =2 \sum_{n \in \mathbb{Z}}^{n-\frac{1}{4}} \int_{\left\{j \in \mathbb{Z}: h^{*} a(j)>\lambda v(j)\right\}}^{n+\frac{1}{4}}(n) U(y) V(y) d y \\
& \leq 2 \sum_{n \in \mathbb{Z}} \int_{n-\frac{1}{4}}^{n+\frac{1}{4}} \chi_{\left\{x \in \mathbb{R}: 8 M A(x)+2 H^{*} f(x)>\lambda V(x)\right\}}(y) U(y) V(y) d y \\
& \leq \frac{32 C}{\lambda} \int_{\mathbb{R}}|f(x)| U(x) d x+\frac{8 C}{\lambda} \int_{\mathbb{R}}|f(x)| U(x) d x=\frac{C^{\prime}}{\lambda} \sum_{n \in \mathbb{Z}}|a(n)| u(n) .
\end{aligned}
$$

## 6. Proof of Theorem 4.4

In order to prove Theorem 4.4 it is convenient to introduce the one-sided versions of the operator $Q_{r}$, denoted by $Q_{r}^{+}$and $Q_{r}^{-}$, defined on functions $a: \mathbb{Z} \rightarrow \mathbb{R}$, by

$$
Q_{r}^{+} a(j)=\left(\sum_{k=0}^{\infty}\left(\frac{|a(j+k)|}{k+1}\right)^{r}\right)^{\frac{1}{r}} \text { and } Q_{r}^{-} a(j)=\left(\sum_{k=0}^{\infty}\left(\frac{|a(j-k)|}{k+1}\right)^{r}\right)^{\frac{1}{r}} ; r>1 .
$$

It is clear that

$$
\max \left\{Q_{r}^{-} a, Q_{r}^{+} a\right\} \leq Q_{r} a \leq Q_{r}^{-} a+Q_{r}^{+} a .
$$

We shall study the operator $Q_{r}^{+}$(similar results hold for $Q_{r}^{-}$) and the corresponding theorems for $Q_{r}$ are obtained putting together the results for $Q_{r}^{+}$and $Q_{r}^{-}$.

We start with a good- $\lambda$ inequality for $Q_{r}^{+}$. To state it we introduce the one-sided Hardy-Littlewood maximal operator $m^{+}$on functions $a: \mathbb{Z} \rightarrow \mathbb{R}$ defined by

$$
m^{+} a(j)=\sup _{n \geq 0} \frac{1}{n+1} \sum_{k=0}^{n}|a(j+k)| .
$$

Theorem 6.1. Let $a: \mathbb{Z} \rightarrow \mathbb{R}, a \in \ell^{1}$. Then there exists $C>0$ such that for all $\beta>1$ and all $\gamma<1$

$$
\#\left(\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right) \leq \frac{C \gamma}{\beta-1} \#\left(\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\lambda\right\}\right)
$$

Proof. Let $E_{\lambda}=\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\lambda\right\}$. Since $Q_{r}^{+}$applies $\ell^{1}$ into weak- $\ell^{1}$ (see [21, Theorem 3.8 with $w=1$ ] or [15]) then $E_{\lambda}$ is a finite set. Therefore $E_{\lambda}=\bigcup_{i=1}^{n} I_{j}$, and $I_{j}$ are maximal disjoint intervals in $\mathbb{Z}$. Then, it is enough to show that there exists $C>0$ such that for each $j \in\{1,2, \ldots, n\}$

$$
\begin{equation*}
\#\left(\left\{k \in I_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right) \leq \frac{C \gamma}{\beta-1} \#\left(I_{j}\right) . \tag{6.1}
\end{equation*}
$$

Indeed, since $\beta>1$ and by using (6.1),

$$
\begin{aligned}
\#\left(\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k)\right.\right. & \leq \gamma \lambda\})=\#\left(\left\{k \in E_{\lambda}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right) \\
& =\sum_{j=1}^{n} \#\left(\left\{k \in I_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right) \\
& \leq \sum_{j=1}^{n} \frac{C \gamma \#\left(I_{j}\right)}{\beta-1}=\frac{C \gamma \#\left(E_{\lambda}\right)}{\beta-1} .
\end{aligned}
$$

Let us show (6.1) for any $I_{j}$. Assume that there exists $k_{j} \in I_{j}$ such that $m^{+} a\left(k_{j}\right) \leq \gamma \lambda$ (otherwise we get $\#\left(\left\{k \in I_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right)=0$ and (6.1) holds). Let $k_{j}$ be the minimum of $\left\{k \in I_{j}:\right.$ $\left.m^{+}(a)(k) \leq \gamma \lambda\right\}$ and let $\widetilde{I}_{j}=\left\{k \in I_{j}: k \geq k_{j}\right\}=\left\{k_{j}, \ldots, k_{l}\right\}$, where $k_{i}=k_{j}+i-j$. It is obvious that

$$
\left\{k \in I_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}=\left\{k \in \widetilde{I}_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\} .
$$

Let us define the functions $a_{1}, a_{2}: \mathbb{Z} \rightarrow \mathbb{R}$ as $a_{1}=a \chi_{\widetilde{I}_{j}}$ and $a_{2}=a-a_{1}$. We claim that the next two properties hold.
(i) For each $\beta^{\prime}>0, \#\left(\left\{k \in \widetilde{I}_{j}: Q_{r}^{+}\left(a_{1}\right)(k)>\beta^{\prime} \lambda\right\}\right) \leq \frac{C \gamma}{\beta^{\prime}} \#\left(I_{j}\right)$.
(ii) For each $k \in \widetilde{I}_{j}, Q_{r}^{+}\left(a_{2}\right)(k) \leq \lambda$ holds.

Indeed, by using that $Q_{r}^{+}$applies $\ell^{1}$ into weak- $\ell^{1}$,

$$
\begin{aligned}
\#\left(\left\{k \in \widetilde{I}_{j}: Q_{r}^{+}\left(a_{1}\right)(k)>\beta^{\prime} \lambda\right\}\right) & \leq \frac{C}{\beta^{\prime} \lambda} \sum_{k \in \mathbb{Z}}\left|a_{1}(k)\right|=\frac{C \#\left(\widetilde{I}_{j}\right)}{\beta^{\prime} \lambda \#\left(\widetilde{I}_{j}\right)} \sum_{k \in \widetilde{I}_{j}}|a(k)| \\
& =\frac{C \#\left(\widetilde{I}_{j}\right)}{\beta^{\prime} \lambda} \frac{1}{l-j+1} \sum_{i=0}^{l-j}\left|a\left(k_{j}+i\right)\right| \leq \frac{C \#\left(I_{j}\right)}{\beta^{\prime} \lambda} m^{+}(a)\left(k_{j}\right) \leq \frac{C \gamma \#\left(I_{j}\right)}{\beta^{\prime}} .
\end{aligned}
$$

In order to show (ii), we notice that $Q_{r}^{+}(a)\left(k_{l}+1\right) \leq \lambda$ because $k_{l}+1 \notin E_{\lambda}$ since $I_{j}$ is a maximal interval of $E_{\lambda}$. Therefore, if $k \in \widetilde{I_{j}}$,

$$
\begin{aligned}
Q_{r}^{+}\left(a_{2}\right)(k) & =\left[\sum_{j=0}^{\infty} \frac{\left|a_{2}(k+j)\right|^{r}}{(j+1)^{r}}\right]^{1 / r}=\left[\sum_{j=k_{l}-k+1}^{\infty} \frac{|a(k+j)|^{r}}{(j+1)^{r}}\right]^{1 / r}=\left[\sum_{i=0}^{\infty} \frac{\left|a\left(k_{l}+1+i\right)\right|^{r}}{\left(i+1+k_{l}+1-k\right)^{r}}\right]^{1 / r} \\
& \leq\left[\sum_{i=0}^{\infty} \frac{\left|a\left(k_{l}+1+i\right)\right|^{r}}{(i+1)^{r}}\right]^{1 / r}=Q_{r}^{+}(a)\left(k_{l}+1\right) \leq \lambda .
\end{aligned}
$$

Once (i) and (ii) have been established, we apply these properties with $\beta^{\prime}=\beta-1$ and we obtain

$$
\begin{aligned}
\#\left(\left\{k \in I_{j}: Q_{r}^{+} a(k)>\beta \lambda, m^{+} a(k) \leq \gamma \lambda\right\}\right) & \leq \#\left(\left\{k \in \widetilde{I}_{j}: Q_{r}^{+} a(k)>\beta \lambda\right\}\right) \\
& \leq \#\left(\left\{k \in \widetilde{I}_{j}: Q_{r}^{+}\left(a_{1}\right)(k)>\beta^{\prime} \lambda\right\} \cup\left\{k \in \widetilde{I}_{j}: Q_{r}^{+}\left(a_{2}\right)(k)>\lambda\right\}\right) \\
& =\#\left(\left\{k \in \widetilde{I}_{j}: Q_{r}^{+}\left(a_{1}\right)(k)>\beta^{\prime} \lambda\right\}\right) \leq \frac{C \gamma \#\left(I_{j}\right)}{\beta^{\prime}}=\frac{C \gamma \#\left(I_{j}\right)}{\beta-1},
\end{aligned}
$$

i.e., (6.1) holds and the proof of Theorem 6.1 is complete.

Lemma 6.2. Let $w: \mathbb{Z} \rightarrow \mathbb{R}$ be a non negative measurable function. Then $w \in A_{p}(\mathbb{Z})$ for some $1 \leq p<\infty$ if and only if there exist constants $C \geq 1$ and $\delta>0$, that depend only on $[w]_{A_{p}(\mathbb{Z})}$ and $p$, such that

$$
\begin{equation*}
\sum_{n \in E} w(n) \leq C\left(\frac{\#(E)}{b-a+1}\right)^{\delta} \sum_{n=a}^{b} w(n) \tag{6.2}
\end{equation*}
$$

for all integers $a$ and $b, a \leq b$, and each set $E \subset[a, b]=\{n \in \mathbb{Z}: a \leq n \leq b\}$.
Proof. Since $w \in A_{p}(\mathbb{Z})$, then the function $W: \mathbb{R} \rightarrow \mathbb{R}$ defined by $W(x)=w([x])$ belongs to $A_{p}$ and $[W]_{A_{p}}$ depends on $[w]_{A_{p}(\mathbb{Z})}$. Then, by (5.2) there exist positive constants $C$ and $\delta$ that depend on $[W]_{A_{p}}$ and $p$ such that for all bounded intervals $I$ and each measurable subset $F \subset I$

$$
\begin{equation*}
W(F) \leq C\left(\frac{|F|}{|I|}\right)^{\delta} W(I) . \tag{6.3}
\end{equation*}
$$

By applying the inequality above to $F=\cup_{n \in E}[n, n+1$ ) and the interval $I=[a, b+1$ ) (notice that $F \subset[a, b+1)$ ), we obtain (6.2). Conversely, assume that (6.2) holds. It is not difficult to see that (6.3) holds and, arguing as before, $w \in A_{p}(\mathbb{Z})$ for some $1 \leq p<\infty$.

Theorem 6.3. Let $0<s<\infty$ and $w \in A_{q}(\mathbb{Z}), 1 \leq q<\infty$. Then there exists $C>0$ (that depends only on $\left[{ }^{w}\right]_{A_{q}(\mathbb{Z})}, q$ and s) such that

$$
\sum_{k \in \mathbb{Z}}\left|Q_{r}(a)(k)\right|^{s} w(k) \leq C \sum_{k \in \mathbb{Z}}|m a(k)|^{s} w(k)
$$

for each function $a: \mathbb{Z} \rightarrow \mathbb{R}$ such that the sum on the left-hand side is finite.
Proof. We shall prove the above inequality for the operator $Q_{r}^{+}$. The inequality holds also for $Q_{r}^{-}$since $Q_{r}^{-} a=\widetilde{Q_{r}^{+}} \widetilde{a}$, where $\widetilde{b}(j)=b(-j)$, and $w \in A_{q}(\mathbb{Z})$ if and only if $\widetilde{w} \in A_{q}(\mathbb{Z})$. Then the proof of the theorem follows from $Q_{r} \leq Q_{r}^{-}+Q_{r}^{+}$.

Let us show that there exists $A>0$ and $\alpha>0$ such that

$$
\begin{equation*}
\sum_{\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>2 \lambda, m a(k) \leq \gamma \lambda\right\}} w(k) \leq A \gamma^{\alpha} \sum_{\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\lambda\right\}} w(k), \gamma<1 . \tag{6.4}
\end{equation*}
$$

Since $Q_{r}^{+}$applies $\ell^{1}$ into weak- $\ell^{1}$ (see [21] or [15]), then $\#\left(E_{\lambda}\right)=\#\left(\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\lambda\right\}\right)<\infty$. Therefore $E_{\lambda}=\bigcup_{i=1}^{n} I_{j}$, and $I_{j}$ are maximal and disjoint intervals in $\mathbb{Z}$. Let $O_{\lambda, j}=\left\{k \in I_{j}: Q_{r}^{+} a(k)>2 \lambda, m a(k) \leq \gamma \lambda\right\}$, $\gamma<1$, then Theorem 6.1 yields there exists $B>0$ such that $\#\left(O_{\lambda, j}\right) \leq B \gamma \#\left(I_{j}\right)$, for all $\gamma<1, j \in$ $\{1,2, \ldots, n\}$. Since $w \in A_{q}(\mathbb{Z})$, by applying the property (6.2) to sets $O_{\lambda, j} \subset I_{j}, j \in\{1,2, \ldots, n\}$ there exist $C, \delta>0$ that depend on $[w]_{A_{q}(\mathbb{Z})}$ and $q$ such that

$$
\frac{\sum_{k \in O_{\lambda, j}} w(k)}{\sum_{k \in I_{j}} w(k)} \leq C\left(\frac{\#\left(O_{\lambda, j}\right)}{\#\left(I_{j}\right)}\right)^{\delta} \leq C B^{\delta} \gamma^{\delta}, \quad j \in\{1, \ldots, n\}
$$

Then since $I_{j}$ are disjoint sets,

$$
\begin{aligned}
& \sum_{\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>2 \lambda, m a(k) \leq \gamma \lambda\right\}} w(k) \sum_{\left\{k \in E_{\lambda}: Q_{r}^{+}\right.} \sum_{a(k)>2 \lambda, m a(k) \leq \gamma \lambda\}} w(k)=\sum_{j=1}^{n} \sum_{k \in O_{\lambda, j}} w(k) \\
& \leq C B^{\delta} \gamma^{\delta} \sum_{\left\{k \in \mathbb{Z}: Q_{r}^{+} a(k)>\lambda\right\}} w(k),
\end{aligned}
$$

so (6.4) holds. Now, by following a classic argument (see for example [10] or [11, Theorem 6.12]), and by taking $\gamma$ small enough such that $2^{s} C B^{\delta} \gamma^{\delta}<1$ we obtain that there exists a constant $C^{\prime}>0$ that depends on $[w]_{A_{q}(\mathbb{Z})}, q$ and $s$ such that

$$
\sum_{k \in \mathbb{Z}}\left|Q_{r}^{+}(a)(k)\right|^{s} w(k) \leq C^{\prime} \sum_{k \in \mathbb{Z}}|m(a)(k)|^{s} w(k),
$$

for each function $a: \mathbb{Z} \rightarrow \mathbb{R}$ such that the sum on the left-hand side is finite.
Once we have Theorem 6.3 we follow the ideas in [5] to prove Theorem 4.4. More precisely, we will use the next reformulation of [5, Theorem 1.7] that follows from its proof.

Theorem C. Let $\mathcal{F}$ be a family of pairs of functions, and suppose that for all $0<s<\infty$ and $w \in A_{q}$, $1 \leq q<\infty$,

$$
\begin{equation*}
\int_{\mathbb{R}}|f(x)|^{s} w(x) d x \leq C \int_{\mathbb{R}}|g(x)|^{s} w(x) d x \tag{6.5}
\end{equation*}
$$

for each $(f, g) \in \mathcal{F}$ such that the left-hand side is finite, where $C$ depends only on $[w]_{A_{q}(\mathbb{Z})}, q$ and $s$. Then for all $u \in A_{1}$ and $v \in A_{p}, 1 \leq p<\infty$,

$$
\sup _{\lambda>0}\left(\int_{\{x \in \mathbb{R}:|f(x)|>\lambda v(x)\}} u(x) v(x) d x\right) \leq C \sup _{\lambda>0}\left(\int_{\{x \in \mathbb{R}:|g(x)|>\lambda v(x)\}} u(x) v(x) d x\right)
$$

for each $(f, g) \in \mathcal{F}$ such that the left-hand side is finite, where $C$ depends on $[u]_{A_{1}}$ and $[v]_{A_{p}}$ and $p$.
In fact, we need the next result that follows from the previous theorem.
Theorem 6.4. Let $\mathcal{F}$ be a family of pairs of functions defined on $\mathbb{Z}$, and suppose that for all $0<s<\infty$ and $w \in A_{q}(\mathbb{Z}), 1 \leq q<\infty$,

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}|f(k)|^{s} w(k) \leq C \sum_{k \in \mathbb{Z}}|g(k)|^{s} w(k) \tag{6.6}
\end{equation*}
$$

for each $(f, g) \in \mathcal{F}$ such that the left-hand side is finite, where $C$ depends only on $[w]_{A_{q}(\mathbb{Z})}, q$ and $s$. Then for all $u \in A_{1}(\mathbb{Z})$ and $v \in A_{p}(\mathbb{Z}), 1 \leq p<\infty$

$$
\sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|f(k)|>\lambda v(k)\}} u(k) v(k)\right) \leq C \sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|g(k)|>\lambda v(k)\}} u(k) v(k)\right)
$$

for each $(f, g) \in \mathcal{F}$ such that the left-hand side is finite, where $C$ depends on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{p}(\mathbb{Z})}$ and $p$.
Proof. Let us consider the family $\mathcal{F}^{*}$ of pairs of functions $(F, G)$ defined by $F(x)=f([x]), G(x)=$ $g([x]),(f, g) \in \mathcal{F}$, and let $W$ be an arbitrary weight, $W \in A_{q}, 1 \leq q<\infty$. Let us show that the weight $w(k)=\int_{k}^{k+1} W(x) d x$ belongs to $A_{q}(\mathbb{Z})$. Observe that

$$
1 \leq\left(\int_{k}^{k+1} W(x) d x\right)^{q^{\prime}-1} \int_{k}^{k+1} W^{1-q^{\prime}}(x) d x
$$

Let $I$ be an interval of $\mathbb{Z}$ and $J=\bigcup_{n \in I}[n, n+1)$ the interval in $\mathbb{R}$. Then

$$
\begin{aligned}
\left(\sum_{k \in I} w(k)\right)^{q^{\prime}-1}\left(\sum_{k \in I} w^{1-q^{\prime}}(k)\right) & =\left(\int_{J} W(x) d x\right)^{q^{\prime}-1} \sum_{k \in I}\left(\int_{k}^{k+1} W(x) d x\right)^{1-q^{\prime}} \\
& \leq\left(\int_{J} W(x) d x\right)^{q^{\prime}-1}\left(\sum_{k \in I} \int_{k}^{k+1} W^{1-q^{\prime}}(x) d x\right) \\
& =\left(\int_{J} W(x) d x\right)^{q^{\prime}-1}\left(\int_{J} W^{1-q^{\prime}}(x) d x\right) \leq[W]_{A_{q}}^{q^{\prime}-1}|J|^{q^{\prime}}=[W]_{A_{q}}^{q^{\prime}-1}(\#(I))^{q^{\prime}} .
\end{aligned}
$$

Therefore, $w \in A_{q}(\mathbb{Z})$ and $[w]_{A_{q}(\mathbb{Z})} \leq[W]_{A_{q}}$. By (6.6), if $F(x)=f([x])$ and $G(x)=g([x]),(f, g) \in \mathcal{F}$, we obtain

$$
\int_{\mathbb{R}}|F(x)|^{s} W(x) d x=\sum_{k \in \mathbb{Z}}|f(k)|^{s} w(k) \leq C \sum_{k \in \mathbb{Z}}|g(k)|^{s} w(k)=C \int_{\mathbb{R}}|G(x)|^{s} W(x) d x,
$$

assuming that the left-hand side is finite, where the constant $C$ depends only on $[W]_{A_{q}}, q$ and $s$. Thus assumption (6.5) in Theorem C holds for $\mathcal{F}^{*}$.

Now, as usual, if $u \in A_{1}(\mathbb{Z})$ and $v \in A_{p}(\mathbb{Z}), 1 \leq p<\infty$ let us define $U(x)=u([x])$ and $V(x)=v([x])$, so $U \in A_{1}$ and $V \in A_{p}$. Then by applying Theorem C, bearing in mind that

$$
\sup _{\lambda>0}\left(\lambda \int_{\{x \in \mathbb{R}:|F(x)|>\lambda V(x)\}} U(x) V(x) d x\right)=\sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|f(k)|>\lambda v(k)\}} u(k) v(k)\right)
$$

we obtain

$$
\sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|f(k)|>\lambda v(k)\}} u(k) v(k)\right) \leq C \sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|g(k)|>\lambda v(k)\}} u(k) v(k)\right),
$$

where $C>0$ depends on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{p}(\mathbb{Z})}$ and $p$.
Proof of Theorem 4.4. Theorem 6.3 yields that if $w \in A_{q}(\mathbb{Z}), 1 \leq q<\infty$ and $0<s<\infty$, there exists $C>0$ (that depends only on $[w]_{A_{q}(\mathbb{Z})}, q$ and $s$ ) such that

$$
\sum_{k \in \mathbb{Z}}\left|Q_{r}(a)(k)\right|^{s} w(k) \leq C \sum_{k \in \mathbb{Z}}|m a(k)|^{s} w(k)
$$

so the hypothesis (6.6) of Theorem 6.4 holds. Then for all $u \in A_{1}(\mathbb{Z})$ and $v \in A_{p}(\mathbb{Z}), 1 \leq p<\infty$ there exists a constant $C>0$ that depends on $[u]_{A_{1}(\mathbb{Z})}$ and $[v]_{A_{p}(\mathbb{Z})}$ and $p$ such that

$$
\sup _{\lambda>0}\left(\lambda \sum_{\left\{k \in \mathbb{Z}:\left|Q_{r} a(k)\right|>\lambda v(k)\right\}} u(k) v(k)\right) \leq C \sup _{\lambda>0}\left(\lambda \sum_{\{k \in \mathbb{Z}:|m a(k)|>\lambda v(k)\}} u(k) v(k)\right) .
$$

Therefore the result follows as a consequence of Theorem 4.1.

## 7. Proof of Theorem 3.4

### 7.1. Proof of Theorem 3.4 (i)

By Lemma 3.5, for almost every $x \in X$ the functions $h_{x}: \mathbb{Z} \rightarrow \mathbb{R}, h_{x}(j)=h_{j}(x)$, and $q_{x}: \mathbb{Z} \rightarrow$ $\mathbb{R}, q_{x}(j)=J_{j}(x) h_{j}^{-1}(x)$, belong to the discrete Muckenhoupt $A_{p^{\prime}}(\mathbb{Z})$ and $A_{1}(\mathbb{Z})$ classes with a uniform constant, respectively. Then, Theorem 3.4 (i) follows in the same way as Theorem 3.1 by using the next theorem instead of Theorems 4.1, 4.2 and 4.4.

Theorem 7.1. Let $u \in A_{1}(\mathbb{Z})$ and $v \in A_{p}(\mathbb{Z}), 1 \leq p<\infty$, and let $1<r<\infty$. Let $\mathcal{L}$ be the Hardy-Littlewood maximal function $m$, the maximal Hilbert transform $h^{*}$ or the operator $Q_{r}$. Then there exists a positive constant $C$, depending only on $[u]_{A_{1}(\mathbb{Z})},[v]_{A_{p}(\mathbb{Z})}$ and $p$, such that for all $\lambda>0$ and all functions $a: \mathbb{Z} \rightarrow \mathbb{R}$,

$$
\sum_{\{n \in \mathbb{Z}: \mathcal{L} a(n)>\lambda v(n)\}} u(n) v(n) \leq \frac{C}{\lambda} \sum_{n \in \mathbb{Z}}|a(n)| u(n) .
$$

The proof of this theorem for $m$ and $h^{*}$ follows from the continuous case (we omit the details). The weighted inequality for $M$ was proved in [19, Theorem 1.2] and the corresponding weak-type inequality for $H^{*}$ is proved by applying [19, Corollary 1.7]. For the sake of completeness, we collect the results obtained in [19] in the next theorem (we give an equivalent statement).

Theorem D. [19, Theorem 1.2, Corollary 1.7] Let $M$ be the Hardy-Littlewood maximal operator on $\mathbb{R}^{n}$ and let $u \in A_{1}$ and $v \in A_{p}, 1 \leq p<\infty$. Then there is a finite constant $c$ depending on $[u]_{A_{1}}$ and $[v]_{A_{p}}$ such that

$$
\left\|\frac{M(f v)}{v}\right\|_{L^{1, \infty}(u v)} \leq c\|f\|_{L^{1, \infty}(u v)} .
$$

The same result holds for the maximal Hilbert transform $H^{*}$.
Finally, the proof of Theorem 7.1 for $Q_{r}$ is a consequence of Theorem 6.4 and Theorem 7.1 for the operator $m$.

### 7.2. Proof of Theorem 3.4 (ii)

We need the following result that concerns a weights property that is interesting by itself.
Lemma 7.2. Let $U \in A_{1}, V \in A_{p}, 1<p<\infty$. Let $1<p^{\prime}<\infty$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Then there exists $s \in\left(1, p^{\prime}\right)$ such that $U V^{1-s} \in A_{s}$, and $\left[U V^{1-s}\right]_{A_{s}}$ depends only on $p,[V]_{A_{p}}$ and $[U]_{A_{1}}$.

Proof. Since $U \in A_{1}$, then $U$ satisfies the Reverse Hölder inequality (5.1) for some $\gamma>1, C>0$ which depend only on $[U]_{A_{1}}$. Let $1<\gamma^{\prime}<\infty$ such that $\frac{1}{\gamma}+\frac{1}{\gamma^{\prime}}=1$ and set $s=1+\frac{p^{\prime}-1}{\gamma^{\prime}} \in\left(1, p^{\prime}\right)$. Let us see $U V^{1-s} \in A_{s}$. By Hölder inequality,

$$
\left(\frac{1}{|I|} \int_{I} U V^{1-s}\right)^{\frac{1}{s}}\left(\frac{1}{|I|} \int_{I} U^{1-s^{\prime}} V\right)^{\frac{1}{s^{\prime}}} \leq\left(\frac{1}{|I|} \int_{I} U^{\gamma}\right)^{\frac{1}{s \gamma}}\left(\frac{1}{|I|} \int_{I} V^{1-p^{\prime}}\right)^{\frac{1}{\gamma^{\prime} s}}\left(\frac{1}{|I|} \int_{I} U^{1-s^{\prime}} V\right)^{\frac{1}{s^{\prime}}}
$$

and by applying the Reverse Hölder inequality and $U \in A_{1}$, there exists $C_{1}>0$ that depends only on $[U]_{A_{1}}$ such that

$$
\begin{aligned}
& \left(\frac{1}{|I|} \int_{I} U V^{1-s}\right)^{\frac{1}{s}}\left(\frac{1}{|I|} \int_{I} U^{1-s^{\prime}} V\right)^{\frac{1}{s^{\prime}}} \\
& \leq C_{1}\left(\frac{1}{|I|} \int_{I} U\right)^{\frac{1}{s}}\left(\frac{1}{|I|} \int_{I} V^{1-p^{\prime}}\right)^{\frac{1}{\gamma^{\prime}}}\left(\frac{1}{|I|} \int_{I} U\right)^{\frac{1-s^{\prime}}{s^{\prime}}}\left(\frac{1}{|I|} \int_{I} V\right)^{\frac{1}{s^{\prime}}} \\
& =C_{1}\left(\left(\frac{1}{|I|} \int_{I} V^{1-p^{\prime}}\right)^{\frac{1}{p^{\prime}}}\left(\frac{1}{|I|} \int_{I} V\right)^{\frac{1}{p}}\right)^{\frac{p}{s^{\prime}}} \leq C_{2}
\end{aligned}
$$

where $C_{2}>0$ depends only on $p,[V]_{A_{p}}$ and $[U]_{A_{1}}$.
In fact, the same property holds in the discrete setting, by following the same argument:
Corollary 7.3. Let $U \in A_{1}(\mathbb{Z}), V \in A_{p}(\mathbb{Z}), 1<p<\infty$. Let $1<p^{\prime}<\infty$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Then there exists $s \in\left(1, p^{\prime}\right)$ such that $U V^{1-s} \in A_{s}(\mathbb{Z})$, and $\left[U V^{1-s}\right]_{A_{s}(\mathbb{Z})}$ depends only on $p,[V]_{A_{p}(\mathbb{Z})}$ and $[U]_{A_{1}(\mathbb{Z})}$.

Proof of Theorem 3.4 (ii). By Lemma 3.5, for almost every $x \in X$ the functions $h_{x}, q_{x}: \mathbb{Z} \rightarrow \mathbb{R}, h_{x}(j)=$ $h_{j}(x)$ and $q_{x}(j)=J_{j}(x) h_{j}^{-1}(x)$, belong to the discrete Muckenhoupt $A_{p^{\prime}}(\mathbb{Z})$ and $A_{1}(\mathbb{Z})$ classes with a uniform constant, respectively. Then, by Corollary 7.3 , there exists $s \in(1, p)$ such that $h_{j}^{-s}(x) J_{j}(x) \in A_{s}(\mathbb{Z})$ with a uniform constant for almost every $x \in X$. Therefore Lemma 3.5 yields that the averages $A_{n, n}$ are uniformly bounded operators in $L^{s}$. The rest of the proof repeats that of Theorem 3.1, by using the corresponding weak-type inequality $(1,1)$ just proved in Theorem 3.4 (i).

## 8. Examples

We recall that if $T$ is a positive Cesàro bounded operator on a finite dimensional space then $T$ is necessarily power bounded, i.e. $\sup _{n \in \mathbb{N}}\left\|T^{n}\right\|<\infty$. In [7] there is an example of a positive, Cesàro bounded operator in $L^{1}$ which is not power bounded. We can also find in [20] examples of operators $T f=f \circ \tau$ associated to an invertible ergodic transformation $\tau$, such that $T$ and $T^{-1}$ are Cesàro bounded in some $L^{p}$, but they
are neither power bounded in $L^{p}$ nor Cesàro bounded in $L^{q}$ where $1 \leq q<p<\infty$ are fixed. Examples for averages associated to semiflows can be found in [1].

In this section we provide examples of Lamperti operators which satisfy the assumptions in Theorems 3.1 and 3.4 in a non trivial way. As in [20] and in [1], our method relies heavily on the so called Rubio de Francia algorithm which is an extraordinary tool to obtain powerful results in factorization and extrapolation Theory of weights (see [6] for instance). We would like to highlight that the examples in the present paper require to show an operator (or two operators) which is (are) Cesàro bounded in two different $L^{p}$-spaces simultaneously.

We start providing examples for Theorem 3.1. The operators are associated to an ergodic transformation which preserves some measure. In the second result of this section we consider an ergodic transformation without invariant measure.

Proposition 8.1. Let $\gamma$ be a finite measure and let $\tau: X \rightarrow X$ be an invertible ergodic transformation preserving the measure $\gamma$. There exist measurable positive functions $h$ and $w$ such that the equivalent measure $d \mu=w d \gamma$ is finite and the operator $T f=h(f \circ \tau)$ satisfies the following statements:
i) $T$ and $T^{-1}$ are Cesáro bounded in $L^{1}(\mu)$.
ii) $T$ and $T^{-1}$ are Cesáro bounded in $L^{\infty}(\mu)$.
iii) $\sup _{n \in \mathbb{Z}}\left\|T^{n}\right\|_{L^{1}(\mu)}=\infty$.
iv) $\sup _{n \in \mathbb{Z}}\left\|T^{n}\right\|_{L^{\infty}(\mu)}=\infty$.

Proof. Let $M_{\tau}$ denote the ergodic maximal function

$$
\begin{equation*}
M_{\tau} f(x)=\sup _{n \geq 0}\left|\frac{1}{2 n+1} \sum_{k=-n}^{n} f\left(\tau^{k} x\right)\right| . \tag{8.1}
\end{equation*}
$$

Then $M_{\tau}$ is bounded in $L^{2}(\gamma), M_{\tau}: L^{2}(\gamma) \rightarrow L^{2}(\gamma)$ and $\left\|M_{\tau} f\right\|_{L^{2}(\gamma)} \leq K\|f\|_{L^{2}(\gamma)}$. Let us consider two positive functions $g_{1}, g_{2}>0$ such that $g_{1}, g_{2} \in L^{2}(\gamma) \backslash L^{\infty}(\gamma)$. Let

$$
U=\sum_{i=0}^{\infty} \frac{M_{\tau}^{i} g_{1}}{(2 K)^{i}} \quad V=\sum_{i=0}^{\infty} \frac{M_{\tau}^{i} g_{2}}{(2 K)^{i}},
$$

where $M_{\tau}^{i}$ denotes the iteration of the maximal operator ( $M_{\tau}^{0} f=f$ ). Then, $U, V \in L^{2}(\gamma), g_{1} \leq U, g_{2} \leq V$, $M_{\tau} U \leq 2 K U$ and $M_{\tau} V \leq 2 K V$. The last two inequalities yield that the weights $\left\{\frac{U\left(\tau^{i} x\right)}{U(x)}\right\}_{i},\left\{\frac{V\left(\tau^{i} x\right)}{V(x)}\right\}_{i}$, as functions on the integers, satisfy $A_{1}(\mathbb{Z})$ for almost every $x \in X$ with uniform constants. Define $h(x)=\frac{U(\tau x)}{U(x)}$ and $w=U V$. Then $w \in L^{1}(\gamma)$ and $\mu$ is a finite measure. Let $T f=h(f \circ \tau)$.

By construction, $h_{j}(x)=\frac{U\left(\tau^{j} x\right)}{U(x)} \in A_{1}(\mathbb{Z})$ with uniform constant; then Lemma 3.5 yields ii) holds. It is clear that the function $J$ with respect the measure $\mu$ has the expression $J(x)=\frac{w(\tau x)}{w(x)}$, then for a.e. $x$, $J_{j}(x) h_{j}^{-1}(x)=\frac{V\left(\tau^{j} x\right)}{V(x)} \in A_{1}(\mathbb{Z})$ with uniform constant, so Lemma 3.5 yields i) holds.

Let us show that iii) holds. If this is not the case then there exists a positive constant $C$ such that for all $f \geq 0$ and for all $j$,

$$
\int h_{j}(x) f\left(\tau^{j} x\right) w(x) d \gamma \leq C \int f\left(\tau^{j} x\right) w\left(\tau^{j} x\right) d \gamma
$$

Then $h_{j}(x) w(x) \leq C w\left(\tau^{j} x\right)$ for almost every $x \in X$ and $j \in \mathbb{Z}$ which implies $V(x) \leq C V\left(\tau^{j} x\right)$ for almost every $x \in X$ and for all $j \in \mathbb{Z}$. Then

$$
V(x) \leq C \frac{1}{N+1} \sum_{j=0}^{N} V\left(\tau^{j} x\right) \text { for almost every } x \in X \text { and all } N \in \mathbb{N}
$$

Therefore by taking limit as $N$ goes to infinity, bearing in mind $V \in L^{2}(\gamma) \subset L^{1}(\gamma)$, we obtain $V(x) \leq$ $\frac{C}{\gamma(X)} \int_{X} V d \gamma<\infty$ for a.e. $x$. But this is a contradiction since $V \geq g_{2}$ and $g_{2} \notin L^{\infty}(\gamma)$.

Finally, let us prove that iv) holds. If this is not the case then there exists a positive constant $C$ such that $\left\|h_{j}\right\|_{L^{\infty}} \leq C$, and therefore $U\left(\tau^{j} x\right) \leq C U(x)$ for almost every $x \in X$, for all $j \in \mathbb{Z}$, or, equivalently, $U(x) \leq C U\left(\tau^{j} x\right)$ for almost every $x \in X$, for all $j \in \mathbb{Z}$. Now by following the argument above, we obtain that $U$ is bounded which is a contradiction since $U \geq g_{1}$ and $g_{1} \notin L^{\infty}(\gamma)$.

The second result studies the same type of examples but assuming that there is no an equivalent measure $d \mu=w d \gamma$ such that $\tau$ preserves the measure $\mu$.

Proposition 8.2. Let $\gamma$ be a finite measure and let $\tau: X \rightarrow X$ be a nonsingular invertible ergodic transformation ( $\tau$ is non singular means that $\gamma(E)=0 \Longleftrightarrow \gamma(\tau E)=0$ ). Assume that there is no an equivalent measure $d \mu=w d \gamma$ such that $\tau$ preserves the measure $\mu$. Then there exist measurable positive functions $h$ and $w$ such that the equivalent measure $d \mu=w d \gamma$ is finite and the operator $T f=h(f \circ \tau)$ satisfies $i)$-iv) in Proposition 8.1.

Proof. Let $Q$ be the natural isometry in $L^{2}(\gamma)$ defined by $Q f=J^{\frac{1}{2}}(f \circ \tau)$, where the function $J$ is defined in (2.3). Let $M_{Q}$ be the maximal operator defined in (1.4). Then $M_{Q}$ is bounded in $L^{2}(\gamma)$ and $\left\|M_{Q} f\right\|_{L^{2}(\gamma)} \leq$ $K\|f\|_{L^{2}(\gamma)}$. Let us consider a positive function $g \in L^{2}(\gamma) \backslash L^{\infty}(\gamma)$. Let

$$
G=\sum_{i=0}^{\infty} \frac{M_{Q}^{i} g}{(2 K)^{i}}
$$

Then $G \in L^{2}(\gamma), g \leq G$ and $M_{Q} G \leq 2 K G$. The last inequality implies that for a.e. $x$ the weights, as functions on the integers, $\left\{J_{j}^{\frac{1}{2}}(x) \frac{G\left(\tau^{j} x\right)}{G(x)}\right\}_{j}$ belong to $A_{1}(\mathbb{Z})$ with uniform constant. Define $h(x)=\frac{J(x)^{\frac{1}{2}} G(\tau x)}{G(x)}$, $T f=h(f \circ \tau)$ and $w=G^{2}$. Then $\mu$ is a finite measure.

By construction, for a.e. $x, h_{j}(x)=\frac{J_{j}(x)^{\frac{1}{2}} G\left(\tau^{j} x\right)}{G(x)} \in A_{1}(\mathbb{Z})$ with uniform constant; then Lemma 3.5 yields ii) holds.

The function $\widetilde{J}$ with respect to the measure $\mu$ has the expression $\widetilde{J}(x)=\frac{w(\tau x)}{w(x)} J(x)$, then $\widetilde{J}_{j}(x) h_{j}^{-1}(x)=$ $\frac{J_{j}(x)^{\frac{1}{2}} G\left(\tau^{j} x\right)}{G(x)} \in A_{1}(\mathbb{Z})$ with uniform constant, so Lemma 3.5 yields i) holds.

Let us show that iii) holds. If this is not the case, then there exists a constant $C>0$ such that for all $f \geq 0$, and for all $j$,

$$
\int h_{j}(x) f\left(\tau^{j} x\right) w(x) d \gamma \leq C \int f\left(\tau^{j} x\right) w\left(\tau^{j} x\right) J_{j}(x) d \gamma
$$

then $h_{j}(x) w(x) \leq C w\left(\tau^{j} x\right) J_{j}(x)$ for almost every $x \in X$ and $j \in \mathbb{Z}$, and that implies

$$
G(x) \leq C G\left(\tau^{j} x\right) J_{j}^{\frac{1}{2}}(x)=C Q^{j}(G)(x) \text { for almost every } x \in X, \text { for all } j \in \mathbb{Z}
$$

Then for all $N \in \mathbb{N}$

$$
\begin{equation*}
G(x) \leq C \frac{1}{N+1} \sum_{j=0}^{N} Q^{j}(G)(x) \tag{8.2}
\end{equation*}
$$

Ionescu Tulcea's theorem [14] yields the sequence of averages in (8.2) converges a.e. and in norm of $L^{2}(\gamma)$. We denote by $H$ the limit as $N$ goes to infinity. Moreover $Q H=H$, and that is $J^{\frac{1}{2}}(x) H(\tau x)=H(x)$. Then the measure given by $d \nu=H^{2} d \gamma$ is a finite measure and $\tau$ preserve the measure $\nu$. This contradicts the assumption and iii) holds.

Let us show that iv) holds. If this is not the case, then there exists a constant $C>0$ such that $\left\|h_{j}\right\|_{L^{\infty}} \leq C$ for all $j \in \mathbb{Z}$ and then

$$
\frac{J_{j}(x)^{\frac{1}{2}} G\left(\tau^{j} x\right)}{G(x)} \leq C \text { for almost every } x \in X, \text { for all } j \in \mathbb{Z}
$$

and by using (2.3) this implies

$$
G(x) \leq C \frac{G\left(\tau^{-j} x\right)}{J_{j}\left(\tau^{-j} x\right)^{\frac{1}{2}}}=C G\left(\tau^{-j} x\right) J_{-j}^{\frac{1}{2}}(x) \text { for almost every } x \in X, \text { for all } j \in \mathbb{Z},
$$

so

$$
G(x) \leq C G\left(\tau^{j} x\right) J_{j}^{\frac{1}{2}}(x)=C Q^{j}(G)(x) \text { for almost every } x \in X, \text { for all } j \in \mathbb{Z}
$$

Now by following the argument above, we obtain a contradiction so iv) holds, and this finishes the proof of the second example.

Finally, we are going to show there exist some non trivial Lamperti operators and some measures satisfying the hypothesis of Theorem 3.4.

Proposition 8.3. Let $1<p<\infty$ and let $\gamma$ be a finite measure. Let $\tau: X \rightarrow X$ be an invertible ergodic transformation preserving the measure $\gamma$. There exist measurable positive functions $h$ and $w$ such that the equivalent measure $d \mu=w d \gamma$ is finite and the operator $T f=h(f \circ \tau)$ satisfies the following statements:
i) $T$ and $T^{-1}$ are Cesáro bounded in $L^{1}(\mu)$.
ii) $T_{p}$ and $T_{p}^{-1}$ are Cesáro bounded in $L^{p}(\mu)$.
iii) $\sup _{n \in \mathbb{Z}}\left\|T^{n}\right\|_{L^{1}(\mu)}=\infty$.
iv) For $1<p<q<\infty$ fixed, $T_{q}$ and $T_{q}^{-1}$ are not Cesàro bounded in $L^{q}(\mu)$.
v) $\sup _{n \in \mathbb{Z}}\left\|T_{p}^{n}\right\|_{L^{p}(\mu)}=\infty$.

Proof. Let $1<p<q<\infty$ and $1<q^{\prime}<p^{\prime}<\infty$ such that $p+p^{\prime}=p p^{\prime}$ and $q+q^{\prime}=q q^{\prime}$ and let $M_{\tau}$ be the ergodic maximal function defined in (8.1). Then for fixed $1<r<\frac{p^{\prime}-1}{q^{\prime}-1}, M_{\tau}$ is bounded in $L^{r}(\gamma)$, $M_{\tau}: L^{r}(\gamma) \rightarrow L^{r}(\gamma)$ and $\left\|M_{\tau} f\right\|_{L^{r}(\gamma)} \leq K\|f\|_{L^{r}(\gamma)}$. Let us consider a positive function $g \geq 1$ such that $g \in L^{r}(\gamma) \backslash L^{\frac{p^{\prime}-1}{q^{\prime}-1}}(\gamma)$ (in particular, $g$ is not bounded). Let

$$
U=\sum_{i=0}^{\infty} \frac{M_{\tau}^{i} g}{(2 K)^{i}}
$$

Then, $U \in L^{r}(\gamma), g \leq U$ and $M_{\tau} U \leq 2 K U$. The last inequality yields that the weights $\left\{\frac{U\left(\tau^{i} x\right)}{U(x)}\right\}_{i}$ as functions on the integers, satisfy $A_{1}(\mathbb{Z})$ for almost every $x \in X$ with uniform constants. Define $h(x)=\frac{U(\tau x)^{1-p^{\prime}}}{U(x)^{1-p^{\prime}}}$ and $w=U^{2-p^{\prime}}$. Then $\mu$ is finite (if $p^{\prime} \geq 2$, it follows from $U \geq g \geq 1$ and if $p^{\prime} \leq 2$ it follows from Hölder inequality).

By construction, $h_{j}(x)=\frac{U^{1-p^{\prime}}\left(\tau^{j} x\right)}{U^{1-p^{\prime}}(x)} \in A_{p^{\prime}}(\mathbb{Z})$ with uniform constant, then Lemma 3.5 yields ii) holds. Moreover, it is easy to see that the function $J$ with respect the measure $\mu$ has the expression $J(x)=\frac{w(\tau x)}{w(x)}$, then for a.e. $x \in X, J_{j}(x) h_{j}^{-1}(x)=\frac{U\left(\tau^{j} x\right)}{U(x)} \in A_{1}(\mathbb{Z})$ with uniform constant, so Lemma 3.5 yields i) holds.

Let us show that iii) holds. If this is not the case then there exists $C>0$ such that $h_{j}(x) w(x) \leq C w\left(\tau^{j} x\right)$ for almost every $x \in X$ and all $j \in \mathbb{Z}$, and that implies $U(x) \leq C U\left(\tau^{j} x\right)$ for almost every $x \in X$ and for all $j \in \mathbb{Z}$. This inequality yields that $U$ is bounded (see the proof of Proposition 8.1 iii)) but this is a contradiction because $U \geq g$ and $g \notin L^{\infty}$, so iii) holds.

In order to show iv) we are going to prove that $h_{j} \notin A_{q^{\prime}}(\mathbb{Z})$ with uniform constant for almost every $x \in X$. If this is not the case then there exists $C>0$ such that

$$
\left(\frac{1}{N+1} \sum_{i=0}^{N} U^{1-p^{\prime}}\left(\tau^{i} x\right)\right)^{\frac{1}{q}}\left(\frac{1}{N+1} \sum_{i=0}^{N} U^{\left(1-p^{\prime}\right)(1-q)}\left(\tau^{i} x\right)\right)^{\frac{1}{q}} \leq C
$$

for all $N \in \mathbb{N}$ and almost every $x \in X$. This implies $U^{\left(1-p^{\prime}\right)(1-q)}=U^{\frac{p^{\prime}-1}{q^{\prime}-1}} \in L^{1}(\gamma)$, and that is $U \in L^{\frac{p^{\prime}-1}{q^{\prime}-1}}(\gamma)$. However $U \geq g$ and $g \notin L^{\frac{p-1}{q-1}}(\gamma)$ and we obtain a contradiction. Then Lemma 3.5 yields iv).

Finally let us show v). If this is not the case, that is, if $T_{p}$ is power bounded in $L^{p}(\mu)$ then there exists $C>0$ such that

$$
\int\left(h_{j}(x) f\left(\tau^{j} x\right) \frac{J_{j}^{\frac{1}{p}}(x)}{h_{j}(x)^{\frac{1}{p}}}\right)^{p} w(x) d \gamma \leq C \int f^{p}\left(\tau^{j} x\right) w\left(\tau^{j} x\right) d \gamma
$$

for every $f \geq 0$ and every $j \in \mathbb{Z}$, and this implies $h_{j}^{p-1}(x) J_{j}(x) w(x) \leq C w\left(\tau^{j} x\right)$ for almost every $x \in X$ and for all $j \in \mathbb{Z}$. Then $U(x) \leq C U\left(\tau^{j} x\right)$ for almost every $x \in X$ and for all $j \in \mathbb{Z}$. Now by following the previous argument shown in Proposition 8.1 iii), we obtain that $U$ is bounded but this is a contradiction because $U \geq g$ and $g \notin L^{\infty}(\gamma)$, so v) holds. This finishes the proof.

## Acknowledgment

Funding for open access charge: Universidad de Málaga / CBUA.

## References

[1] H. Aimar, A.L. Bernardis, F.J. Martín-Reyes, Ergodic transforms associated to general averages, Stud. Math. 199 (2) (2010) 107-143.
[2] M.A. Akcoglu, A pointwise ergodic theorem in Lp-spaces, Can. J. Math. 27 (5) (1975) 1075-1082.
[3] A. Cabral, F.J. Martín-Reyes, Sharp bound for the ergodic maximal operator associated to Cesàro bounded operators, J. Math. Anal. Appl. 462 (1) (2018) 648-664.
[4] M. Cotlar, A unified theory of Hilbert transforms and ergodic theorems, Rev. Mat. Cuyana 1 (1955) 105-167, (1956).
[5] D. Cruz-Uribe, J.M. Martell, C. Pérez, Weighted weak-type inequalities and a conjecture of Sawyer, Int. Math. Res. Not. (30) (2005) 1849-1871.
[6] D.V. Cruz-Uribe, J.M. Martell, C. Pérez, Weights, Extrapolation and the Theory of Rubio de Francia, Operator Theory: Advances and Applications, vol. 215, Birkhäuser/Springer, Basel AG, Basel, ISBN 978-3-0348-0071-6, 2011, xiv+280 pp.
[7] Y. Derriennic, M. Lin, On invariant measures and ergodic theorems for positive operators, J. Funct. Anal. 13 (1973) 252-267.
[8] N. Dunford, J.T. Schwartz, Convergence almost everywhere of operator averages, J. Ration. Mech. Anal. 5 (1956) 129-178.
[9] N. Dunford, J.T. Schwartz, Linear Operators. I. General Theory. With the assistance of W.G. Bade and R.G. Bartle, Pure and Applied Mathematics, vol. 7, Interscience Publishers, Inc./Interscience Publishers, Ltd., New York/London, 1958, xiv+858 pp.
[10] J. García-Cuerva, J.L. Rubio de Francia, Weighted Norm Inequalities and Related Topics, North-Holland Mathematics Studies: Notas de Matemática (Mathematical Notes), vol. 116, North-Holland Publishing Co., Amsterdam, ISBN 0-444-87804-1, 1985, x+604 pp.
[11] J.B. Garnett, Bounded Analytic Functions, revised first edition, Graduate Texts in Mathematics, vol. 236, Springer, New York, ISBN 978-0-387-33621-3, 2007, xiv+459 pp.
[12] T.A. Gillespie, J.L. Torrea, Dimension free estimates for the oscillation of Riesz transforms, Isr. J. Math. 141 (2004) 125-144.
[13] R. Hunt, B. Muckenhoupt, R. Wheeden, Weighted norm inequalities for the conjugate function and Hilbert transform, Trans. Am. Math. Soc. 176 (1973) 227-251.
[14] A. Ionescu Tulcea, Ergodic properties of isometries in $L^{p}$ spaces, $1<p<\infty$, Bull. Am. Math. Soc. 70 (1964) 366-371.
[15] R.L. Jones, Inequalities for the ergodic maximal function, Stud. Math. 60 (2) (1977) 111-129.
[16] C.H. Kan, Ergodic properties of Lamperti operators, Can. J. Math. 30 (6) (1978) 1206-1214.
[17] U. Krengel, Ergodic Theorems. With a Supplement by Antoine Brunel, De Gruyter Studies in Mathematics, vol. 6, Walter de Gruyter \& Co., Berlin, ISBN 3-11-008478-3, 1985, viii+357 pp.
[18] J. Lamperti, On the isometries of certain function-spaces, Pac. J. Math. 8 (1958) 459-466.
[19] K. Li, S. Ombrosi, C. Pérez, Proof of an extension of E. Sawyer's conjecture about weighted mixed weak-type estimates, Math. Ann. 374 (1-2) (2019) 907-929.
[20] M. Lorente Domínguez, F.J. Martín-Reyes, The ergodic Hilbert transform for Cesàro bounded flows, Tohoku Math. J. (2) 46 (4) (1994) 541-556.
[21] F.J. Martín-Reyes, P. Ortega Salvador, Ergodic power functions for mean bounded, invertible, positive operators, Stud. Math. 91 (2) (1988) 131-139.
[22] F.J. Martín-Reyes, Mixed weak type inequalities for one-sided operators and ergodic theorems, Rev. Unión Mat. Argent. 50 (2) (2009) 51-61.
[23] F.J. Martín-Reyes, A. de la Torre, The dominated ergodic theorem for invertible, positive operators, Semesterbericht Funktionalanalysis Tübingen 8 (1985) 143-150.
[24] F.J. Martín-Reyes, A. de la Torre, The dominated ergodic estimate for mean bounded, invertible, positive operators, Proc. Am. Math. Soc. 104 (1) (1988) 69-75.
[25] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans. Am. Math. Soc. 165 (1972) 207-226.
[26] R. Sato, An individual ergodic theorem, Proc. Am. Math. Soc. 65 (2) (1977) 235-241.
[27] R. Sato, On the ergodic Hilbert transform for Lamperti operators, Proc. Am. Math. Soc. 99 (3) (1987) 484-488.
[28] R. Sato, On the ergodic power function for invertible positive operators, Stud. Math. 90 (2) (1988) 129-134.
[29] R. Sato, On the weighted ergodic properties of invertible Lamperti operators, Math. J. Okayama Univ. 40 (1998) 147-176, (2000).
[30] E. Sawyer, A weighted weak type inequality for the maximal function, Proc. Am. Math. Soc. 93 (4) (1985) 610-614.
[31] A. de la Torre, A simple proof of the maximal ergodic theorem, Can. J. Math. 28 (5) (1976) 1073-1075.


[^0]:    है This research was supported in part by Ministerio de Economía y Competitividad, Spain, projects PGC2018-096166-B-100 and MTM2017-90584-REDT; La Junta de Andalucía, projects UMA18-FEDERJA-002, FQM210 S and FQM-354.

    * Corresponding author.

    E-mail addresses: martin_reyes@uma.es (F.J. Martín-Reyes), elena.rosa@uma.es (E. de la Rosa).

