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This thesis consists of a series of papers that I wrote during my Ph.D. program, some of them in collaboration with other authors. These papers deal with various problems from the area of geometric structures, namely the study of $\operatorname{Spin}(7)$ structures and the construction of examples of symplectic structures and closed $\mathrm{G}_{2}$ structures. In the last problem, we pay special attention to the topological property of formality. The techniques we need for this are mainly spinor theory, left-invariant geometric structures on nilmanifolds, and resolution of orbifolds. The purpose of this introduction is to present the state of the art on these topics and to outline the main ideas and results of this thesis.

From the point of view of Riemannian geometry, holonomy theory motivates the study of non-integrable geometric structures. The holonomy group $\operatorname{Hol}(g)$ of a Riemannian manifold $(M, g)$ is an invariant that measures how vectors on $T_{p} M$ change under parallel transport along loops with basepoint $p$. Shortly after its definition, one goal was to determine the possible holonomy groups of simply connected irreducible complete manifolds. The assumption that $M$ is simply connected guarantees that $\operatorname{Hol}(g)$ is a connected Lie subgroup of $\mathrm{SO}(n)$; in this case, the hypotheses that $(M, g)$ is irreducible and complete avoids the situation in which $\operatorname{Hol}(g)$ is a product. In fact, the de Rham decomposition theorem [39] shows that if ( $M, g$ ) is simply connected and complete, then it is a Riemannian product $\left(M_{1}, g_{1}\right) \times \ldots \times\left(M_{\ell}, g_{\ell}\right)$ where the action of $\operatorname{Hol}\left(g_{i}\right)$ on $T_{p_{i}} M_{i}$ is irreducible. Cartan computed holonomy groups of symmetric manifolds using Lie group theory in [26] and [27]. Later, Berger treated the case of non-symmetric manifolds in his celebrated paper [17] and obtained the following result:

Theorem 1. Let $(M, g)$ be a simply connected irreducible complete non-symmetric Riemannian n-dimensional manifold. Exactly one of the following cases hold:

$$
\begin{aligned}
& \operatorname{Hol}(g)=\mathrm{SO}(n), \\
& \operatorname{Hol}(g)=\mathrm{U}(m) \subset \mathrm{SO}(2 m) \text { with } n=2 m \text { and } m \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{SU}(m) \subset \mathrm{SO}(2 m) \text { with } n=2 m \text { and } m \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{Sp}(k) \subset \mathrm{SO}(4 k) \text { with } n=4 k \text { and } k \geq 2, \\
& \operatorname{Hol}(g)=\operatorname{Sp}(k) \cdot \mathrm{Sp}(1) \subset \mathrm{SO}(4 k) \text { with } n=4 k \text { and } k \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{G}_{2} \subset \mathrm{SO}(7) \text { with } n=7, \\
& \operatorname{Hol}(g)=\operatorname{Spin}(7) \subset \mathrm{SO}(8) \text { with } n=8 .
\end{aligned}
$$

The groups $\mathrm{U}(m), \mathrm{SU}(m), \mathrm{Sp}(k)$, and $\mathrm{Sp}(k) \cdot \mathrm{Sp}(1)$ are known as special holonomy groups, and the groups $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ are the so-called exceptional holonomy groups. A nice consequence of Berger's theorem is that holonomy groups are related to real division algebras. The
holonomy groups $\mathrm{U}(m)$ and $\mathrm{SU}(m)$ are associated with the so-called Kähler and Calabi-Yau manifolds; these are complex manifolds from the point of view of differential geometry. The groups $\operatorname{Sp}(k)$ and $\operatorname{Sp}(k) \cdot \mathrm{Sp}(1)$ are related to quaternions and correspond to hyperKähler and quaternionic-Kähler manifolds. The groups $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ are simply connected and they are related to the octonions. More precisely, the multiplicative structure on $\mathbb{R}^{8}=\mathbb{O}$ determines a triple cross product $\times$ on $\mathbb{R}^{8}$, namely, an alternating map $\mathbb{R}^{8} \times \mathbb{R}^{8} \times \mathbb{R}^{8} \rightarrow \mathbb{R}^{8}$ such that the product $u \times v \times w$ has length $\|u \wedge v \wedge w\|$ and it is perpendicular to the vectors $u, v$ and $w$. The contraction with the scalar product, $\Omega_{0}(u, v, w, z):=\langle u \times v \times w, z\rangle$, gives a 4 -form that in terms of the standard orthonormal frame $\left(e_{0}, \ldots, e_{7}\right)$ is:

$$
\begin{aligned}
\Omega_{0}= & e^{0123}-e^{0145}-e^{0167}-e^{0246}+e^{0257}-e^{0347}-e^{0356} \\
& +e^{4567}-e^{2367}-e^{2345}-e^{1357}+e^{1346}-e^{1256}-e^{1247}
\end{aligned}
$$

Denote $\mathbb{R}^{8}=\mathbb{R}\left(e_{0}\right) \times \mathbb{R}^{7}$; there is a cross product $\times^{\prime}$ on $\mathbb{R}^{7}$ determined by $u \times^{\prime} v=e_{0} \times u \times v$ if $u, v \in \mathbb{R}^{7}$, or equivalently a 3 -form $\varphi_{0}=i\left(e_{0}\right) \Omega_{0}$. $\operatorname{Spin}(7)$ is the subgroup of $\mathrm{SO}(8)$ that preserves the triple cross product on $\mathbb{R}^{8}$, namely $\operatorname{Spin}(7)=\operatorname{Stab}\left(\Omega_{0}\right)$, and $\mathrm{G}_{2}$ is the subgroup of $\mathrm{SO}(7)$ that preserves the cross product $\times^{\prime}$, namely $\mathrm{G}_{2}=\operatorname{Stab}\left(\varphi_{0}\right)$. Of course, $\mathrm{G}_{2} \subset \operatorname{Spin}(7)$.

Berger's proof was algebraic, and at the time of publication of [17] there were no examples of complete metrics with holonomy $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$. These were provided by Bryant and Salamon [24] in 1989. Another problem arising from this list was the construction of compact manifolds with holonomy $\operatorname{SU}(m), \operatorname{Sp}(k), \operatorname{Sp}(k) \cdot \operatorname{Sp}(1), \mathrm{G}_{2}$, and $\operatorname{Spin}(7)$. The construction of such metrics involves deep analytic theorems. For example, the proof of the existence of metrics with holonomy $\mathrm{SU}(m)$ and $\mathrm{Sp}(k)$ uses Yau's theorem. This result solves the Calabi conjecture and implies that a compact Kähler manifold with trivial canonical bundle admits a Calabi-Yau metric. Compact examples with holonomy $G_{2}$ and $\operatorname{Spin}(7)$ were the last to appear in 1996; later in this introduction we discuss their construction, developed by Joyce in the series of papers [71], [72], and [73].

The condition that a Riemannian manifold $(M, g)$ has holonomy contained in a group G splits into a topological and an analytic obstruction. This is due to the holonomy principle, which relates $\operatorname{Hol}(g)$ to parallel tensors on $M$ :

Proposition 2. 74, Lemma 2.5.2] Let $(M, g)$ be a Riemannian manifold, let $p \in M$ and let $\operatorname{Hol}(g)$ be the holonomy group with basepoint $p$. Then,

1. If T is a parallel tensor on $M$, then $\operatorname{Hol}(g) \subset \operatorname{Stab}\left(\mathrm{T}_{p}\right)$.
2. If S is a tensor on $\mathbb{R}^{n}$ such that $\operatorname{Hol}(g) \subset \mathrm{Stab}(\mathrm{S})$, there exists a parallel tensor T on $M$ such that $\mathrm{T}_{p}=\mathrm{S}$.

The difficulty of finding examples with special and exceptional holonomy, together with this result, motivated the study of the notion of a geometric structure associated to a Lie group $\mathrm{G} \subset \mathrm{SO}(n)$. A G structure on an oriented Riemannian manifold $(M, g)$ consists of a reduction of the oriented orthonormal frame bundle of $M$ from $\mathrm{SO}(n)$ to G . This notion is equivalent to the existence of tensors $\left\{\mathrm{T}_{i}\right\}$ whose common stabilizer is the group G. For this reason we denote by $\left(M^{n}, g,\left\{\mathrm{~T}_{i}\right\}\right)$ a G structure on a $n$-dimensional Riemannian manifold. Let us focus for a moment on the cases $\mathrm{U}(m), \mathrm{SU}(m), \mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ :

1. $\left(M^{2 m}, g, J\right)$ is a $\mathrm{U}(m)$ structure or an almost Hermitian structure if $J$ is an almost complex structure compatible with $g$. More precisely, for every $p \in M^{2 m}$ there is an isometry $f_{p}:\left(T_{p} M^{2 m}, g_{p}\right) \rightarrow\left(\mathbb{C}^{m},\langle\cdot, \cdot\rangle\right)$ such that $f_{p} \circ J_{p} \circ f_{p}^{-1}(v)=\mathbf{i} v$ for $v \in \mathbb{C}^{m}$. In this case, we define the 2 -form $\omega(v, w)=g(J v, w)$.
2. $\left(M^{2 m}, g, J, \Theta\right)$ is a $\mathrm{SU}(m)$ structure if $\left(M^{2 m}, g, J\right)$ is a $\mathrm{U}(m)$ structure and the maps $\left\{f_{p}\right\}_{p \in M}$ also satisfy $f_{p}^{*}\left(d z_{1} \wedge \cdots \wedge d z_{m}\right)=\Theta_{p}$. Of course, $\left(z_{1}, \ldots, z_{m}\right)$ are the coordinates on $\mathbb{C}^{m}$.
3. $\left(M^{7}, g, \varphi\right)$ is a $\mathrm{G}_{2}$ structure if $\varphi$ is a 3 -form such that for every $p \in M^{7}$ there is an isometry $f_{p}:\left(T_{p} M^{7}, g_{p}\right) \rightarrow\left(\mathbb{R}^{7},\langle\cdot, \cdot\rangle\right)$ such that $f_{p}^{*} \varphi_{0}=\varphi_{p}$.
4. $\left(M^{8}, g, \Omega\right)$ is a $\operatorname{Spin}(7)$ structure if $\Omega$ is 4-form such that for every $p \in M^{8}$ there is an isometry $f_{p}:\left(T_{p} M^{8}, g_{p}\right) \rightarrow\left(\mathbb{R}^{8},\langle\cdot, \cdot\rangle\right)$ such that $f_{p}^{*} \Omega_{0}=\Omega_{p}$.

The notion of G structure also allows us to study geometric situations that are not characterized by holonomy properties. This is the case of $\mathrm{U}(m)$ and $\mathrm{SU}(m)$ structures on $(2 m+1)$ dimensional manifolds. The first are also called almost contact metric structures and these are related to contact geometry.

Interesting geometric properties arise when one requires that the tensors defining the G structure satisfy partial differential equations; these are often less restrictive than the condition that the holonomy is contained in G. Examples include almost Kähler and Hermitian structures, which are symplectic and complex manifolds from the point of view of differential geometry. A $\mathrm{U}(m)$ structure $(M, g, J)$ is almost Kähler if $d \omega=0$ and Hermitian if the Nijenhuis tensor $N_{J}$ vanishes. This fact motivated Gray and Hervella to start a classification program for G-structures; in [59] they treated the case of almost Hermitian structures. The intrinsic torsion $\Gamma$ is the object that allows us to classify $G$ structures. This is a section of a bundle $\mathcal{W}$ over $M$ with fibre $\mathbb{R}^{n} \otimes \mathfrak{g}^{\perp}$; here $\mathfrak{g}$ denotes the Lie algebra of $\mathrm{G} \subset \mathrm{SO}(n)$ viewed as a subspace of $\Lambda^{2} \mathbb{R}^{n}=\mathfrak{s o}(n)$, where we take its orthogonal complement. The $G$ module $\mathbb{R}^{n} \otimes \mathfrak{g}^{\perp}$ decomposes into irreducible invariant subspaces, which in turn determine a splitting $\mathcal{W}=\oplus_{i \in I} \mathcal{W}_{i}$. Non-integrable classes are defined by the condition $\Gamma \in \oplus_{i \in J} \mathcal{W}_{i}$ for some $J \subset I, J \neq \emptyset ;$ the torsion-free case corresponds to $\Gamma=0$ and is equivalent to the condition $\operatorname{Hol}(g) \subset \mathrm{G}$.

It is customary to describe different classes in terms of the covariant derivative or the exterior derivative of the tensors defining the structure. Let us focus for a moment on the case of $\mathrm{G}_{2}$ structures obtained by Fernandez and Gray in [48] and later reformulated by Bryant in [23]. Classes of $\mathrm{G}_{2}$ structures are determined by $d \varphi$ and $d \star \varphi$; more precisely, there are torsion forms $\tau_{k} \in \Omega^{k}(M)$ such that

$$
\begin{aligned}
d \varphi & =\tau_{0} \star \varphi+3 \tau_{1} \wedge \varphi+\star \tau_{3}, \\
d \star \varphi & =4 \tau_{1} \wedge \star \varphi+\tau_{2} \wedge \varphi,
\end{aligned}
$$

and in addition $\tau_{2}$ and $\tau_{3}$ satisfy the conditions: $\tau_{2} \wedge \star \varphi=0, \tau_{3} \wedge \star \varphi=0$ and $\tau_{3} \wedge \varphi=0$. These equations follow from the decomposition of the spaces $\Lambda^{4}\left(\mathbb{R}^{7}\right)^{*}$ and $\Lambda^{5}\left(\mathbb{R}^{7}\right)^{*}$ into $G_{2}$ invariant irreducible parts. The 1 -form $\tau_{1}$ is the so-called Lee form of the structure. Pure classes of $\mathrm{G}_{2}$ structures correspond to the case where all but one torsion form vanish; the most studied are nearly parallel $\mathrm{G}_{2}$ structures, characterized by the condition $d \varphi=\tau_{0} \star \varphi$, closed $\mathrm{G}_{2}$ structures, defined by the condition $d \varphi=0$, and locally conformally parallel $\mathrm{G}_{2}$ structures, described by the conditions $d \varphi=3 \tau_{1} \wedge \varphi$ and $d \star \varphi=4 \tau_{1} \wedge \star \varphi$. The class of coclosed $\mathrm{G}_{2}$ structures is determined by $d \star \varphi=0$. In [37] the authors prove that coclosed $\mathrm{G}_{2}$ structures exist on any compact manifold with a $\mathrm{G}_{2}$ structure using Gromov's h-principle [60]. Explicit examples of these are hypersurfaces of 8-dimensional manifolds with a parallel $\operatorname{Spin}(7)$ structure. If the hypersurface is totally umbilic, like the sphere $S^{7} \subset \mathbb{R}^{8}$, the $\mathrm{G}_{2}$ structure is nearly parallel.

Manifolds with certain holonomy groups or geometric structures fit into the theory of spinor geometry; it was Wang who first explored this connection [112]. More precisely, Wang's theorem states that a complete simply connected irreducible Riemannian manifold which is not flat has a parallel spinor if and only if its holonomy group is simply connected, that is, if $\operatorname{Hol}(g)$ is one of $\operatorname{SU}(m), \operatorname{Sp}(k), \mathrm{G}_{2}, \operatorname{Spin}(7)$. In terms of geometric structures, if the structure group $G$ is simply connected, then the manifold is spin and is endowed with a certain number of nowhere-vanishing spinors.

Dirac began studying spinors when he tried to construct a relativistic wave operator $\lfloor D$; this essentially consisted in finding a square root for the Laplacian on $\mathbb{R}^{n}$. His calculations led him to introduce the Clifford algebra $\mathrm{Cl}_{n}$ of $\mathbb{R}^{n}$ : this is the $\mathbb{R}$-algebra with unit generated by $\mathbb{R}^{n}$ and the quotient relations $v \cdot v=-|v|^{2} \cdot 1$. The operator $D D$ is the so-called Dirac operator; for a nice approach to this see the introduction of [54]. One of the greatest achievements of spinor theory is the Atiyah-Singer index theorem, which relates the index of the Dirac operator to a topological invariant: the $\hat{A}$-genus. Moreover, spin geometry plays an important role in various geometric problems: it provides nowhere-vanishing vector fields on spheres, shows the existence of metrics with positive scalar curvature as well as the integrality of certain characteristic classes.

The universal covering $\operatorname{Ad}: \operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$ is constructed from the Clifford algebra: $\operatorname{Spin}(n)$ is a multiplicative subgroup of $\mathrm{Cl}_{n} \backslash\{0\}$,

$$
\operatorname{Spin}(n)=\left\{v_{1} \cdots v_{2 k} \text { s.t. } 2 k \leq n,\left|v_{j}\right|=1\right\}
$$

and the covering map corresponds to the conjugation $\operatorname{Ad}(g)(x)=g x g^{-1}$. The spinor formalism in $\mathbb{R}^{n}$ consists of an irreducible $\mathrm{Cl}_{n}$ module $\Delta_{n}$ arising from an isomorphism $\rho: \mathrm{Cl}_{n} \rightarrow \mathbf{k}(m)$ or $\rho: \mathrm{Cl}_{n} \rightarrow \mathbf{k}(m) \oplus \mathbf{k}(m)$; here $\mathbf{k}(m)$ denotes the algebra of $m$-dimensional matrices over the (skew) field $\mathbf{k} \in\{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$. For a while there were problems in extending the spinor formalism from $\mathbb{R}^{n}$ to orientable manifolds; the notion of a spin structure overcame these difficulties. Orientable anifolds admitting a spin structure are called spin manifolds and are characterized by the vanishing of the second Stiefel-Whitney class.

Let $(M, g)$ be a Riemannian oriented $n$-dimensional manifold and denote by $\mathrm{P}_{\mathrm{SO}}(M)$ its principal $\mathrm{SO}(n)$ bundle. A spin structure consists of a principal $\operatorname{Spin}(n)$ bundle $\mathrm{P}_{\mathrm{Spin}}(M)$ and a covering map p: $\mathrm{P}_{\mathrm{Spin}}(M) \rightarrow \mathrm{P}_{\mathrm{SO}}(M)$ that is compatible with $\mathrm{Ad}: \operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$, i.e., $\mathrm{p}(\gamma y)=\operatorname{Ad}(\gamma) \mathrm{p}(y)$ for $\gamma \in \operatorname{Spin}(n)$ and $y \in \mathrm{P}_{\text {Spin }}(M)$. If $(M, g)$ is spin, its spinor bundle is defined as

$$
\Sigma(M)=\mathrm{P}_{\mathrm{Spin}}(M) \times{ }_{\rho^{\prime}} \Delta_{n}
$$

where $\rho^{\prime}: \operatorname{Spin}(n) \rightarrow \operatorname{End}\left(\Delta_{n}\right)$ comes from an irreducible representation $\mathrm{Cl}_{n} \rightarrow \operatorname{End}\left(\Delta_{n}\right)$. The peculiarity of its sections, the so-called spinors, is that they can be multiplied by vectors and forms; the existence of this multiplication is a consequence of the fact that $\rho^{\prime}$ extends to a map $\mathrm{Cl}_{n} \rightarrow \operatorname{End}\left(\Delta_{n}\right)$. Moreover, the Levi-Civita connection lifts to the spinor bundle, and this allows one to define partial differential equations for spinors without introducing additional information. This is the case for the harmonic condition, characterized by being in the kernel of the Dirac operator. This is a self-adjoint first order operator; its expression in terms of a local orthonormal frame $\left(e_{1}, \ldots, e_{n}\right)$ is the following:

$$
\not D \eta=\sum_{i=1}^{n} e_{i} \nabla_{e_{i}} \eta .
$$

Friedrich proved in [53] that the first eigenvalue $\lambda$ of the Dirac operator is related to the scalar curvature by the inequality $\lambda^{2} \geq \frac{n}{4(n-1)} \min _{p \in M}\left\{\operatorname{scal}_{p}\right\}$. He also proved that both sides
are equal if there is a Killing spinor, defined by the equation $\nabla_{X} \eta=\mu X \cdot \eta$. These were introduced before in the context of general relativity, but Killing spinors first appeared in [53] in the area of Riemannian geometry. The relationship between harmonic spinors and geometric structures is explored later in this introduction, as it is part of the work developed in Chapter 2. Killing spinors determine nearly parallel $\mathrm{G}_{2}$ structures and nearly Kähler $\mathrm{SU}(3)$ structures, characterized by the conditions $d \omega=3 \mathfrak{R e}(\Theta)$ and $d \mathfrak{I m}(\Theta)=-2 \omega^{2}$. Examples of Riemannian manifolds carrying these structures are the spheres $S^{7}$ and $S^{6}$, equipped with their standard metrics.

Certain types of geometric structures affect curvature properties. The Riemannian curvature $\mathcal{R}$ satisfies $\mathcal{R} \in \operatorname{Sym}^{2}(\mathfrak{h o l}(g))$ pointwise; this gives additional constraints on the Ricci tensor in the case of special and exceptional holonomy. The Ricci tensor of a Kähler manifold is determined by the so-called Ricci 1 -form, if $\operatorname{Hol}(g)$ is simply connected, then the manifold is Ricci-flat, and if $\operatorname{Hol}(g)=\operatorname{Sp}(k) \cdot \operatorname{Sp}(1)$, then the metric is Einstein. In fact, known examples of compact odd-dimensional simply connected manifolds endowed with a Ricci flat metric are exactly compact 7 -manifolds with holonomy $\mathrm{G}_{2}$. In the case of G structures, the Ricci tensor is determined by the torsion forms, as expressed in [23] and [69] for the case of $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ structures. The most illustrative example is that G structures determined by Killing spinors are associated with Einstein metrics; this property is a consequence of the formula obtained in [54, p.64], which relates the Ricci tensor of the metric to the covariant derivative of a spinor. Ricci flatness for manifolds with a simply connected holonomy group can also be proved by combining this formula with Wang's theorem.

The interplay between special and exceptional holonomy and cohomological properties is well known in the case of compact Kähler manifolds: these are formal and their de Rham cohomology algebra admits a Hodge decomposition and satisfies the hard Lefschetz property. The Weitzenböck formula for the Laplacian allows us to generalize the Hodge decomposition to compact Riemannian manifolds $(M, g)$ with holonomy contained in a group $\mathrm{G} \subset \mathrm{SO}(n)$ from Berger's list. The space of harmonic forms $\mathcal{H}^{k}(M, \mathbb{R})$ admits a decomposition into a direct sum of subspaces determined by the irreducible components of the representation of G in $\Lambda^{k}\left(\mathbb{R}^{n}\right)^{*}$; this allows the definition of the refined Betti numbers. More precisely, let $\Lambda^{k}\left(\mathbb{R}^{n}\right)^{*}=\oplus_{i \in I} \Lambda_{i}^{k}$ be the direct sum decomposition into G irreducible subspaces. There exists a decomposition $\Omega^{k}(M)=\oplus_{i \in I} \Omega_{i}^{k}(M)$ and the Weitzenböck formula guarantees that the Laplacian preserves each $\Omega_{i}^{k}(M)$. From this it follows that

$$
\mathcal{H}^{k}(M)=\oplus_{i \in I} \mathcal{H}_{i}^{k}(M) .
$$

Moreover, if two representations $\Lambda_{i}^{k}$ and $\Lambda_{j}^{l}$ are isomorphic, then $\mathcal{H}_{i}^{k}(M) \cong \mathcal{H}_{j}^{l}(M)$. The refined Betti numbers are $b_{i}^{k}=\operatorname{dim}\left(\mathcal{H}_{i}^{k}(M)\right)$. Further obstructions arise if the holonomy equals G; for example, manifolds with holonomy $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ have $b_{1}=0$.

The formality property for compact Kähler manifolds was proved by Deligne, Griffiths, Morgan, and Sullivan in [40] and is a consequence of the $\partial \bar{\partial}$-Lemma. The notion of formality comes from the rational homotopy theory founded by Sullivan in [107. This theory is devoted to the study of the torsion-free part of higher homotopy groups $\pi_{k}(M) \otimes \mathbb{Q}, k \geq 2$, and introduces algebraic objects such as commutative differential graded algebras over $\mathbb{Q}$ (CDGAs for short) and their minimal models. The minimal model of a $\operatorname{CDGA}(\mathcal{A}, d)$ is a minimal CDGA (see Definition 4.14) $(\mathcal{M}, d)$ and a homomorphism $\Psi:(\mathcal{M}, d) \rightarrow(\mathcal{A}, d)$ that induces an isomorphism between their cohomology algebras.

Let $M$ be a connected simplicial complex of finite type and let $\left(\mathcal{A}_{P L}(M), d\right)$ be the CDGA of rational polynomial forms. A rational polynomial $k$-form on $M$ consists of a collection $\left\{\omega_{\sigma}\right\}_{\sigma \subset M}$ of $k$-forms on the simplices $\sigma \subset M$ whose coefficients are polynomials over $\mathbb{Q}$. These $k$-forms are compatible, i.e., if $\sigma \subset \partial \sigma^{\prime}$ then $\omega_{\sigma}=\left.\omega_{\sigma^{\prime}}\right|_{\sigma}$. The PL de Rham theorem guarantees that the cohomology of $\left(\mathcal{A}_{P L}(M), d\right)$ is $H^{*}(M, \mathbb{Q})$. The invariant introduced by Sullivan is the minimal model of $M$, defined as the minimal model of the CDGA $\left(\mathcal{A}_{P L}(M), d\right)$. This always exists and is unique up to isomorphism. The explicit relation between rational homotopy groups and minimal models was found in [107, Theorem 10.1]:

Theorem 3. Let $M$ be a connected nilpotent simplicial complex of finite type and let (M,d) be its minimal model. If $k \geq 2$ the rational homotopy group $\pi_{k}(M) \otimes \mathbb{Q}$ is dual to the space of degree $k$ generators of $\mathcal{M}$.

The hypothesis that $M$ is nilpotent requires that $\pi_{1}(M)$ is nilpotent and acts on $\pi_{k}(M)$ as a nilpotent homomorphism. If the minimal model of $\left(\mathcal{A}_{P L}(M), d\right)$ is equal to the minimal model of $\left(H^{*}(M, \mathbb{Q}), d=0\right)$ we say that $M$ is formal. Computing the minimal model is a formal procedure, and this explains the name of the property: rational homotopy groups of formal spaces are formally obtained from rational cohomology groups.

If $M$ is a smooth manifold, the real minimal model is constructed from the de Rham complex $\left(\Omega^{*}(M), d\right)$. In practice, computing the minimal model may be quite involved; the notion of $s$-formality has become customary to decide whether a manifold is formal or not. Briefly, this property depends on the generators of the minimal model whose degree is less than or equal to $s$. Poincaré duality property allows to prove in [49] that a compact oriented manifold of dimension $2 n$ or $2 n-1$ is formal if and only if it is $(n-1)$-formal. Moreover, non-vanishing Massey products are often used to show that a manifold is non-formal. For their precise definition and their relation to formality, see [100, Section 1.6].

The result in [40] implies that compact manifolds with holonomy $\mathrm{SU}(m)$ and $\mathrm{Sp}(k)$ are formal. Compact manifolds with holonomy contained in $\operatorname{Sp}(k) \cdot \operatorname{Sp}(1)$ that have positive scalar curvature are also formal [4]; the proof takes advantage of the formality of compact Kähler manifolds. It remains to determine whether compact manifolds with exceptional holonomy are formal or not. There are partial results collected in [29], [38] and [76]. The results in [29] and [76] are based on an idea of Verbitsky in [111], where he defines a differential operator $\mathcal{L}_{\omega}$ on a Kähler manifold $(M, g, J)$ to give an alternative proof of the formality of Kähler manifolds. This operator is well-defined on Riemannian manifolds endowed with a parallel $k$-form; the study of operators $\mathcal{L}_{\varphi}, \mathcal{L}_{\star \varphi}$ or $\mathcal{L}_{\Omega}$ defined by $\varphi, \star \varphi$ or $\Omega$ for the case where the holonomy is contained in $\mathrm{G}_{2}$ or $\operatorname{Spin}(7)$ has proved fruitful but does not answer the question of the formality of such manifolds. Moreover, the paper [38] focuses on the case of 7-manifolds; among other results, the authors show that a non-formal compact manifold with holonomy $\mathrm{G}_{2}$ should have $b_{2} \geq 4$.

The search for compact examples of manifolds with certain types of geometric structures often begins with nilmanifolds and solvmanifolds. These spaces arise as compact quotients of a Lie group $G$ by a lattice $\Gamma$; the Lie group is nilpotent in the first case and solvable in the second. Nilmanifolds and solvmanifolds are special from a topological point of view. These are aspherical spaces and satisfy that $\pi_{1}(\Gamma \backslash G)=\Gamma$; nilmanifolds have first Betti number $b_{1} \geq 2$ and solvmanifolds have $b_{1} \geq 1$. Nomizu's theorem [98] states that the real minimal model of a nilmanifold $\Gamma \backslash G$ is determined by its Chevalley-Eilenberg CDGA $\left(\Lambda \mathfrak{g}^{*}, d\right)$, where the differential $d$ is determined by $d \alpha(X, Y)=\alpha[X, Y]$ if $\alpha \in \mathfrak{g}^{*}$. Of course, we denote by $\mathfrak{g}$ the Lie algebra of $G$. Hattori's theorem [64] states that the Chevalley-Eilenberg CDGA is
a model for a subclass of solvmanifolds, but it may not be minimal. This subclass is that of completely solvable solvmanifolds and consists of those in which the adjoint endomorphisms $\operatorname{ad}(X): \mathfrak{g} \rightarrow \mathfrak{g}, X \in \mathfrak{g}$, have only real eigenvalues. Moreover, non-abelian nilmanifolds are non-formal [62, while solvmanifolds can be both formal and non-formal.

The geometric structures that we employ are induced by left-invariant geometric structures on the Lie group. Metrics underlying them have special curvature properties; according to [91], these are either flat or have strictly negative scalar curvature. In addition, non-flat metrics are not Einstein. Partial differential equations determining that the geometric structure belongs to a specific class are transformed into a system of equations involving the structure equations of the Lie algebra. Of course, this approach simplifies the problem and it is the reason why we frequently refer to geometric structures on nilpotent or solvable Lie algebras. Nilpotent Lie algebras of dimensions less or equal to 7 are classified, see [14] and [58]; with the classification at hand, several papers are devoted to determining which nilpotent Lie algebras admit a $G$ structure in some specific class.

The behavior of such geometric structures is wide but limited. An illustrative example is the case of the Kodaira-Thurston manifold, a 4 -dimensional nilmanifold which was the first known symplectic manifold that cannot be endowed with a Kähler structure. Of course, since non-abelian nilmanifolds are non-formal, these are not Kähler. In addition, non-abelian completely solvable solvmanifolds do not admit metrics with holonomy contained in $\mathrm{G}_{2}$ or $\operatorname{Spin}(7)$. According to the Cheeger-Gromoll Splitting Theorem, if that were the case for a completely solvable solvmanifold $(\Gamma \backslash G, g)$, its universal covering would be $\mathbb{R}^{k} \times N$ with $k=b_{1}(\Gamma \backslash G)$ and $N$ simply connected and compact. The universal covering of $\Gamma \backslash G$ is $G$, which is diffeomorphic to $\mathbb{R}^{7}$ or $\mathbb{R}^{8}$. Therefore, $b_{1}\left(\Lambda \mathfrak{g}^{*}, d\right)=7,8$ and $G$ is necessarily abelian. Similarly, some types of non-integrable geometric structures do not occur in nilmanifolds and solvmanifolds. This is the case for those that induce positive scalar curvature metrics, such as nearly Kähler $\operatorname{SU}(3)$ structures and nearly parallel $\mathrm{G}_{2}$ structures. The same holds for a subclass of locally conformally parallel (LCP for short) $G_{2}$ and $\operatorname{Spin}(7)$ structures on both nilmanifolds and solvmanifolds. The latter is described by the equation $d \Omega=\theta \wedge \Omega$; the 1 -form $\theta$ is also called the Lee form of the structure. If the Lee form is coclosed, the scalar curvature of the metric associated with the LCP structure is positive. Moreover, manifolds admitting an LCP structure with nowhere-vanishing Lee form satisfy a structure theorem [70]. They are mapping tori of a manifold $N$ whose universal cover is compact. In the case of $\mathrm{G}_{2}, N$ has a nearly Kähler $\mathrm{SU}(3)$ structure, and in the case of $\operatorname{Spin}(7), N$ is endowed with a nearly parallel $\mathrm{G}_{2}$ structure. It follows from the characterization that both nilmanifolds and solvmanifolds do not admit left-invariant LCP structures.

Topological properties of nilmanifolds and solvmanifolds being restrictive, orbifold resolution is a way to construct compact examples of G structures in manifolds with different topological properties. This is the case for the simply connected symplectic manifolds in [11] and [50. Finite group actions on nilmanifolds are not hard to construct. If the action preserves a left-invariant $G$ structure, the orbit space of the nilmanifold by the group determines an orbifold with a G structure. Its desingularization, if possible, yields a manifold with such G structure and different topological properties. This procedure is discussed in more detail later in the introduction.

We now proceed to the discussion of the main results of each chapter. We divide it into two parts: the purpose of the first part is to study $\operatorname{Spin}(7)$ structures from the point of view of spinor theory, the second part is devoted to the resolution of symplectic and $\mathrm{G}_{2}$
orbifolds. The works that support the publication of this thesis as a compendium of papers are [85, 86, 87]. The papers [85] and [87] correspond to the second part of the thesis and are respectively contained in Chapters 4 and 3 . The paper [86] is included in the first part and corresponds to Chapter 1 The preprint 12 is currently being revised for publication and complements the work developed in the article [86]. Therefore, its presentation is relevant to the state of the art of this thesis. To make the exposition clearer, we present its content in Chapter 2 instead of doing it in this introduction.

## A spinorial approach to $\operatorname{Spin}(7)$ manifolds and geometric structures defined by spinors

Since Fernández classified non-integrable $\operatorname{Spin}(7)$ structures [43], only a few papers have been devoted to their study. One reason is that there are still many open problems concerning $\mathrm{G}_{2}$ structures. In addition, the classification of $\operatorname{Spin}(7)$ structures is small: there are only 4 classes of $\operatorname{Spin}(7)$ structures, compared with the 16 classes of $\mathrm{G}_{2}$ structures and $\mathrm{U}(m)$ structures. A special feature of $\operatorname{Spin}(7)$ geometry is that the $\operatorname{Spin}(7)$ form is closed if and only if it is parallel, and the classes are determined by $d \Omega$. The space $\Lambda^{5}\left(\mathbb{R}^{8}\right)^{*}$ decomposes as a direct sum of two $\operatorname{Spin}(7)$-invariant subspaces and thus non-integrable pure $\operatorname{Spin}(7)$ classes are:

1. Locally conformally parallel, if $d \Omega=\theta \wedge \Omega$ for a closed 1-form $\theta$.
2. Balanced, if $(\star d \Omega) \wedge \Omega=0$.

In Chapter 1 we use the spinor approach to rewrite the classification of $\operatorname{Spin}(7)$ structures in terms of the covariant derivative of the spinor defining the structure. This motivates a method for constructing balanced examples in Chapter 2 and suggests the introduction of a new class of geometric structures in low dimensions: spin-harmonic structures.

## Spinorial classification of $\operatorname{Spin}(7)$ manifolds

Chapter 1 of this thesis is devoted to the study of $\operatorname{Spin}(7)$ structures from the point of view of spinor geometry. This work continues the formalism developed in [1] for the case of $\operatorname{SU}(3)$ and $\mathrm{G}_{2}$ structures and complements the paper [69], which also uses spinors as a tool to study $\operatorname{Spin}(7)$ structures. Moreover, this approach serves to recover the results in [83] and [84] about $\mathrm{G}_{2}$ structures on hypersurfaces of manifolds with a $\operatorname{Spin}(7)$ structure and $\operatorname{Spin}(7)$ structures on $S^{1}$-principal bundles over $\mathrm{G}_{2}$ manifolds. This approach turns out to be useful for the construction of balanced and locally conformally balanced $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras.

The first part of this work consists in rewriting the classification of $\operatorname{Spin}(7)$ structures in terms of spinors. To establish the set-up we first recall that, $\mathrm{Cl}_{8}$ being isomorphic to $\mathbb{R}(16)$, the spinor representation is $\Delta_{8}=\mathbb{R}^{16}$. This space decomposes into two 8-dimensional subspaces, namely the positive and negative spaces $\Delta_{ \pm}$, which are the eigenspaces of the endomorphism determined by multiplication by the volume element, namely $e_{0} \cdots e_{8} \in \mathrm{Cl}_{8}$, and hence $\operatorname{Spin}(8)$-invariant. The stabilizer of a nonzero spinor lying in the positive or the negative subspace under the action of $\operatorname{Spin}(8)$ is isomorphic to $\operatorname{Spin}(7)$; the images of these subgroups by the adjoint map $\mathrm{Ad}: \operatorname{Spin}(8) \rightarrow \mathrm{SO}(8)$ are not conjugate in $\mathrm{SO}(8)$, but they are conjugate in $\mathrm{O}(8)$.

Let $(M, g)$ be a spin Riemannian 8-dimensional manifold; the decomposition $\Delta_{8}=\Delta_{+} \oplus$ $\Delta_{-}$gives a splitting of the spinor bundle, $\Sigma(M)=\Sigma^{+}(M) \oplus \Sigma^{-}(M)$. As stated in Proposition
1.8. a unit-length spinor $\eta$ in $\Sigma^{+}(M)$ yields a $\operatorname{Spin}(7)$ structure by means of the expression:

$$
\Omega(W, X, Y, Z)=\frac{1}{2}((-W X Y Z+W Z Y X) \eta, \eta)
$$

Moreover, Proposition 1.13 proves that the covariant derivative of $\eta$ contains the same information as the intrinsic torsion of the structure $\Gamma$. The precise relation between them allows us to prove:

Theorem A (Theorem 1.21). The $\operatorname{Spin}(7)$ structure determined by a spinor $\eta$ is,

1. Parallel if $\nabla \eta=0$.
2. Balanced if $\not D \eta=0$.
3. Locally conformally parallel if there exists $V \in \mathfrak{X}(M)$ such that $\nabla_{X} \eta=\frac{2}{7}\left(X^{*} \wedge V^{*}\right) \eta$. In this case, $\not D \eta=V \eta$.

The Dirac operator plays a central role in the classification because it determines the Lee form of the structure. This is defined as $\theta=-\frac{1}{7} \star(\star(d \Omega) \wedge \Omega)$; in terms of the spinorial description $\theta=\frac{8}{7} V^{*}$ as Proposition 1.23 states. The geometric condition that the $\operatorname{Spin}(7)$ structure is balanced yields a harmonic spinor; the spinor is thus a solution to a partial differential equation that is interesting from the analytical point of view.

The way we obtain spinor equations differs from the approach in [1]. If $\phi$ is the spinor that determines a G structure then $\nabla_{X} \phi=\frac{1}{2} \Gamma(X) \phi$; here $\Gamma$ denotes the intrinsic torsion of the G structure, and $\mathrm{G} \in\left\{\mathrm{SU}(3), \mathrm{G}_{2}, \operatorname{Spin}(7)\right\}$. Let $(N, g, J, \Theta)$ be a $\mathrm{SU}(3)$ structure, there are $\gamma \in \Omega^{1}(N)$ and $\mathcal{S}_{N} \in \operatorname{End}(T N)$ such that $\Gamma=i\left(\mathcal{S}_{N}\right) \mathfrak{R e}(\Theta)-\frac{2}{3} \gamma \otimes \omega$, with $\left(i\left(\mathcal{S}_{N}\right) \mathfrak{R e}(\Theta)\right)(X, Y, Z)=\mathfrak{R e}(\Theta)\left(\mathcal{S}_{N}(X), Y, Z\right)$. Let $(Q, g, \varphi)$ be a $\mathrm{G}_{2}$ structure, there is $\mathcal{S}_{Q} \in \operatorname{End}(T Q)$ such that $\Gamma=-\frac{2}{3} i\left(\mathcal{S}_{Q}\right) \varphi$. These equalities hold because $\mathfrak{s u}(3)^{\perp}=\langle\omega\rangle \oplus$ $i\left(\mathbb{R}^{6}\right) \mathfrak{R e}(\Theta)$, and $\mathfrak{g}_{2}^{\perp}=i\left(\mathbb{R}^{7}\right) \varphi$. Let $\phi_{N}$ and $\phi_{Q}$ be the spinors that determine the geometric structures on $N$ and $Q$. According to [1, Lemmas 2.2 and 2.3] we have:

$$
\begin{aligned}
& \nabla_{X} \phi_{N}=\frac{1}{2} \Gamma(X) \phi_{N}=\mathcal{S}_{N}(X) \phi_{N}+\gamma(X) \mathrm{j}\left(\phi_{N}\right), \\
& \nabla_{X} \phi=\frac{1}{2} \Gamma(X) \phi_{Q}=\mathcal{S}_{Q}(X) \phi .
\end{aligned}
$$

where j is a complex structure on $\Sigma(N)$ that anticommutes with the Clifford product by a vector field (see subsection 2.2.2). Observe that $\mathbb{R}^{8}$ is not contained in $\mathfrak{s p i n}(7)^{\perp}$ as a subrepresentation (see subsection 1.2 .3 ); in addition, $\nabla_{X} \eta \in \Sigma^{+}(M)$ and $\mathcal{S}(X) \eta \in \Sigma^{-}(M)$. For this reason, we work with the equation $\nabla_{X} \eta=\frac{1}{2} \Gamma(X) \eta$.

In this work, we introduce the notion of a $\mathrm{G}_{2}$ distribution: a 7-dimensional cooriented distribution with a $\mathrm{G}_{2}$ structure in a $\operatorname{Spin}(7)$ manifold. This is a systematic approach that serves to unify various geometric situations involving $G_{2}$ and $\operatorname{Spin}(7)$ structures, namely $G_{2}$ hypersurfaces of $\operatorname{Spin}(7)$ manifolds, warped products of a $G_{2}$ manifold with $\mathbb{R}$, and $S^{1}$-principal bundles with base a $G_{2}$ manifold; some of these have already been studied by Martín-Cabrera in [83] and [84]. For example, if $Q$ is a hypersurface of a $\operatorname{Spin}(7)$ manifold $(M, g, \Omega)$, there is an induced $\mathrm{G}_{2}$ structure $\varphi=i(N) \Omega$, where $N$ is a unit normal vector field. The type of the $\mathrm{G}_{2}$ structure $\varphi$ depends on the class of the $\operatorname{Spin}(7)$ structure $\Omega$ and the Riemannian properties of the embedding, as Theorem 1.39 shows. The key idea of this part of the chapter, which is also exploited in Chapter 2, is the following: the spinor that determines the $\operatorname{Spin}(7)$ structure of the ambient manifold also induces the $\mathrm{G}_{2}$ structure of the distribution. That is,
a single object encodes all the geometric information.

The formalism of $\mathrm{G}_{2}$ distributions enables us to deal with left-invariant $\operatorname{Spin}(7)$ structures on quasi abelian Lie groups. A motivation for focusing on such Lie groups is that the study of $\mathrm{G}_{2}$ structures on quasi-abelian Lie groups has been fruitful. In [51] the author determined quasi-abelian Lie algebras that admit a coclosed $\mathrm{G}_{2}$ structure. In [52], these examples served him to construct cohomegneity-one manifolds with holonomy $\mathrm{SU}(4)$ by solving the Hitchin flow equation.

Quasi abelian Lie groups are semidirect products $\mathbb{R} \ltimes_{\epsilon} \mathbb{R}^{7}$, where $\varepsilon=\exp (\operatorname{ad}(\mathcal{E}))$ with $\mathcal{E} \in \mathbb{R}(7)$. Of course, these are solvable Lie groups. A left-invariant $\operatorname{Spin}(7)$ structure on $\mathbb{R} \ltimes_{\epsilon} \mathbb{R}^{7}$ restricts to a parallel $G_{2}$ structure on the hypersurfaces $\{t\} \times \mathbb{R}^{7}$. The type of the $\operatorname{Spin}(7)$ structure depends exactly on the endomorphism $\mathcal{E}$, as proved in Theorem 1.49 . Pure classes of $\operatorname{Spin}(7)$ structures are obtained by imposing a certain restriction on the complex eigenvalues of the skew-symmetric part of $\mathcal{E}$. Moreover, the trace of $\mathcal{E}$ determines the component of the Lee form that is parallel to $d t$. From this investigation, we obtain compact examples by finding a lattice; this only occurs when $\mathcal{E}$ is traceless. As we explained before, solvmanifolds do not admit invariant locally conformally parallel $\operatorname{Spin}(7)$ structures, so we search for balanced $\operatorname{Spin}(7)$ structures. In the section 1.8 we give the first example of a balanced $\operatorname{Spin}(7)$ manifold with $b_{1}=2$, which is not a product $S^{1} \times N^{7}$.

Our results allow us to tackle classification problems of $\operatorname{Spin}(7)$ structures in quasi abelian nilpotent Lie algebras of which there are 14 up to isomorphism. We determine those that admit a balanced structure or a strict locally conformally balanced $\operatorname{Spin}(7)$ structure. The latter are defined in the context of supergravity theory and satisfy the condition that the Lee form is closed and non-zero. Our analysis concludes the following:

Theorem B (Theorem 1.4). Let $L_{3}$ be the Lie algebra of the 3-dimensional Heisenberg group, let $L_{4}$ be the unique indecomposable 4-dimensional nilpotent Lie algebra, and let $A_{k}$ be the $k$-dimensional abelian Lie algebra.

1. Every $\operatorname{Spin}(7)$ structure on the abelian Lie algebra $A_{8}$ is parallel.
2. The Lie algebras $\mathfrak{g}=A_{5} \oplus L_{3}$ or $\mathfrak{g}=A_{3} \oplus L_{4}$ admit strict locally conformally balanced structures but they do not admit balanced structures.
3. The remaining quasi abelian nilpotent Lie algebras admit a balanced structure and a strict locally conformally balanced structure.

## Spin-harmonic structures and nilmanifolds

The goal of Chapter 2 is to construct balanced $\operatorname{Spin}(7)$ structures on 8 -dimensional nilmanifolds. We make use of the spinor equations obtained in Chapter 1. Our approach leads us to introduce a new class of geometric structures on low-dimensional manifolds: spin-harmonic structures.

The first compact manifold endowed with a balanced $\operatorname{Spin}(7)$ structure was obtained in [46] and consists of a product of a 5-dimensional nilmanifold with a 3 -torus. Later, thanks to the work in [83] and [84], more compact examples were provided, such as the products $N \times S^{1}$ with $(N, g, \varphi)$ a $\mathrm{G}_{2}$ structure which is closed or purely coclosed. The last is defined by the conditions $d \star \varphi=0$ and $d \varphi \wedge \varphi=0$. In this chapter we restrict ourselves to Riemannian nilmanifolds $\left(N^{6} \times T^{2}, g_{6}+g_{2}\right)$, where $\left(N^{6}, g_{6}\right)$ is a 6 -dimensional nilmanifold and $\left(T^{2}, g_{2}\right)$ is
the flat torus; the $\operatorname{Spin}(7)$ structure is also assumed to be invariant in the $T^{2}$ direction. The reason for the simplification is that 8 -dimensional nilpotent Lie algebras are not classified and the list of 7 -dimensional nilmanifolds is quite extensive. We separately analyze the case where $N^{6}=N^{5} \times S^{1}$ and $g_{6}=g_{5}+g_{1}$, with $g_{1}$ the flat metric on $S^{1}$; our study allows us to recover the $\operatorname{Spin}(7)$ structure in [46].

The $\operatorname{Spin}(7)$ structure on $N^{6} \times T^{2}$ induces an $\operatorname{SU}(3)$ structure on $N^{6}$, or an $\operatorname{SU}(2)$ structure on $N^{5}$ if $N^{6}=N^{5} \times S^{1}$. According to [35], the forms $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right) \in \Omega^{1}\left(N^{5}\right) \times \Omega^{2}\left(N^{5}\right)^{3}$ determine an $\operatorname{SU}(2)$ structure if

1. $\omega_{i} \wedge \omega_{j}=0$ for $i \neq j, \omega_{1}^{2}=\omega_{2}^{2}=\omega_{3}^{2}$ and $\alpha \wedge \omega_{1}^{2} \neq 0$,
2. If $i(X) \omega_{1}=i(Y) \omega_{2}$, then $\omega_{3}(X, Y) \geq 0$.

Equations for the $\mathrm{SU}(3)$ and the $\mathrm{SU}(2)$ structure are derived from the balanced condition for the $\operatorname{Spin}(7)$ structure. These do not correspond to any class according to [1, Theorem 3.7] and Corollary 2.39. Being the equations quite complicated, we use the spinorial approach developed in Chapter 1. This consists in finding harmonic spinors on $N^{k} \times T^{8-k}$ for $k \in\{5,6\}$. For this purpose, we divide our strategy into three steps: a dimensional reduction, a choice of spin structure on the nilmanifold, and a formula for the Dirac operator in terms of the structure equations.

The dimensional reduction consists in relating the harmonic spinor on $N^{k} \times T^{8-k}$ to a spinor on $N^{k}$. The spinor bundle of $N^{k}$ turns out to be the pullback of the spinor bundle $\Sigma^{+}\left(N^{k} \times T^{8-k}\right)$ by the inclusion; this is deduced from the fact that $\mathrm{Cl}_{5}=\mathbb{C}(4)$ and $\mathrm{Cl}_{6}=\mathbb{R}(8)$. As a consequence of our assumptions for the $\operatorname{Spin}(7)$ structure, there is a unique way to define a spinor $\eta^{\prime} \in \Sigma\left(N^{k}\right)$ starting from a positive spinor $\eta \in \Sigma^{+}\left(N^{k} \times T^{8-k}\right)$; the spinor $\eta$ is harmonic if and only if $\eta^{\prime}$ is harmonic. Motivated by the dimensional reduction, we define the notion of a spin-harmonic structure as the geometric structure determined by a unit-length harmonic spinor; equations in terms of the forms defining the structure were obtained in 11 for $\mathrm{G}_{2}$ and $\mathrm{SU}(3)$ structures; in section 2.4 we compute them for $\mathrm{SU}(2)$ structures.

We restrict our attention to the spinor which determines a left-invariant geometric structure: we endow the nilmanifold with its trivial spinor bundle and choose constant spinors. That is, geometric properties are determined by the Lie algebra and do not depend on the lattice. Finally, we obtain a formula for the Dirac operator of such a spinor in terms of the structure equations of the Lie algebra:
Proposition C (Proposition 2.41). Suppose that $\left(e_{1}, \ldots, e_{n}\right)$ is an orthonormal frame and let $\phi$ be a left-invariant spinor on a solvable Lie algebra. Then

$$
4 \not D \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi .
$$

In the case of 6 -dimensional nilmanifolds, we solve the equation $\not D \phi=0$ directly. The strategy for finding left-invariant spin-harmonic structures on 5 -dimensional nilmanifolds is to compute the square of the Dirac operator $\not D^{2}$. This approach allows us to determine all the left-invariant metrics that admit harmonic spinors. In this case, according to Proposition 2.50, if $\phi$ is a left-invariant spinor then:

$$
\not D^{2} \phi=\mu \phi+v \mathbf{j}_{1} \phi .
$$

Here $\mu>0$ and $v \in \mathfrak{X}\left(N^{5}\right)$ are determined by the metric and the structure equations of the Lie algebra. Of course, $v$ is left-invariant. In addition, the map $\mathrm{j}_{1}$ is a complex structure
on the space of spinors; it exists because $\mathrm{Cl}_{5} \cong \mathbb{C}(4)$. From this formula, one derives that metrics that admit harmonic spinors are characterized by the equation $\|v\|=\mu$; moreover, the space of harmonic spinors is 4 -dimensional. In this case, the vector $v$ has a geometric interpretation: the form obtained by the musical isomorphism $v^{*}$ is proportional to $\alpha$. The following theorem summarizes our findings:

Theorem D (Theorems 2.53, 2.58, Subsection 2.6.3 and Proposition 2.59). Let $N^{k}$ be a $k$-dimensional nilmanifold and let $\mathfrak{n}$ be the Lie algebra of its universal covering. Suppose in addition that $\mathfrak{n}$ is non-abelian.

1. If $k=5$ and $N$ admits left-invariant spin-harmonic structure, then $\mathfrak{n}=\mathrm{L}_{5, j}, j=$ $1,2,3,4,6$.
2. If $k=6$ and $N$ does not admit a left-invariant spin-harmonic structure then $\mathfrak{n}$ equals $\mathrm{L}_{3} \oplus \mathrm{~A}_{3}$ or $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}$.
3. The Lie algebras $L_{3} \oplus A_{5}$ and $L_{4} \oplus A_{4}$ do not admit balanced $\operatorname{Spin}(7)$ structures.

The results from Chapter 2 suggest that there are many balanced $\operatorname{Spin}(7)$ structures. This phenomenon is related to the result of Hitchin in [67], which states that every 8-dimensional spin manifold admits a harmonic spinor. However, this spinor need not determine a balanced $\operatorname{Spin}(7)$ structure, since it could have zeros. Moreover, the equation $\not D \eta=0$ is overdetermined; both facts should lead us to investigate whether there is an h-principle in the sense of Gromov for such a structure.

## Orbifolds with geometric structures and its resolution

Introduced by Satake in [106] as V-manifolds, orbifolds have been studied from different points of view and have proved useful in numerous geometric contexts. Orbifolds are locally modeled on $\mathbb{R}^{n} / \Gamma$, where $\Gamma$ is a finite subgroup of $\mathrm{SO}(n)$, so they have singularities. In the local model, these are the orbits of points that are fixed by a non-identity element of $\Gamma$. Several objects coming from differential geometry are also useful in the context of orbifolds: metrics, forms, bundles, and operators.

In this thesis, we present a method for resolving orbifolds with symplectic structures or closed $\mathrm{G}_{2}$ structures. We aim to obtain manifolds with such geometric structures satisfying some specific topological properties. The orbifolds we start with are usually the quotient of a manifold by a finite group of diffeomorphisms preserving the geometric structure. Some topological properties of the resolution, such as the fundamental group or cohomology groups, can be derived from those of the orbifold and the singular locus; see, e.g., Proposition 4.38.

Celebrated examples produced by orbifold desingularization are Joyce's compact manifolds with holonomy $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$. His strategy is based on both orbifold resolution techniques and analytic existence theorems. These orbifolds are obtained as quotients of 7 or 8-dimensional flat tori under the action of a group preserving the geometric structure. Under mild assumptions on the singular locus, one can use techniques of algebraic geometry to resolve the orbifold and endow it with a 1-parameter family of geometric structures whose torsion tends to 0 . Theorems 11.6.1 and 13.6.1 in [74] guarantee that the perturbation of the family is torsion-free. In both cases, the action of the group is constructed in such a way that the fundamental group of the orbifold is finite; in the case of $\operatorname{Spin}(7)$, the resolution has $\hat{A}(M)=1$. These topological properties ensure that the holonomy of the manifold is $\mathrm{G}_{2}$ or $\operatorname{Spin}(7)$.

## Resolution of 4-dimensional symplectic orbifolds

Chapter 3 is devoted to the proof of the existence of a resolution for compact 4-dimensional symplectic orbifolds, using techniques from algebraic geometry as in the papers [11], [50] and [93].

From the point of view of differential geometry, classical theorems of symplectic geometry are adapted to the context of orbifolds; see 93 for a precise approach. An example is the existence of Darboux charts, which are of the form $\left(U, \omega_{0}\right)$ with $U \subset \mathbb{C}^{m} / \Gamma$; the isotropy group $\Gamma$ is a subgroup of $\mathrm{U}(m)$ and $\omega_{0}$ is the standard symplectic form. Other examples include the construction of a compatible almost complex structure and the normal bundle around a singularity. A notable achievement of the resolution of symplectic orbifold techniques is a counterexample to the Thurston-Weinstein conjecture in dimension 8 [50]. This conjecture states that a simply connected symplectic manifold of dimension greater than or equal to 8 is formal, and was first proved false in [5 in dimension $\geq 10$. Another remarkable example is the construction of a 6 -dimensional simply connected non-Kähler manifold which is both complex and symplectic [11.

The resolution procedure in these examples is ad-hoc and involves techniques derived from the resolution of algebraic singularities. These techniques have already been used to desingularize symplectic orbifolds in [28], where the authors prove that such a resolution exists if the singularities are isolated points; we briefly discuss the strategy. In this situation, the unique fixed point of a non-identity element of the isotropy is 0 . Therefore, its resolution consists in replacing a neighbourhood of the singular point in the orbifold by a neighbourhood of the exceptional divisor of a projective resolution of the quotient singularity $\mathbb{C}^{m} / \Gamma$, constructed as in the classical works of Hironaka [65] and [66]. The symplectic form is obtained by interpolating the Kähler form of the resolution with $\omega_{0}$ by the inflation process introduced by Thurston in [108].

It has not been proved that every symplectic orbifold admits a symplectic resolution. As we outline in the introduction to Chapter 3, there are special cases for which desingularization is possible. In Chapter 3 we prove:

Theorem $\mathbf{E}$ (Theorem 3.26). Let $(X, \omega)$ be a compact symplectic 4 -orbifold. There exists a symplectic manifold $(\tilde{X}, \tilde{\omega})$ and a smooth map $\pi:(\tilde{X}, \tilde{\omega}) \rightarrow(X, \omega)$ which is a symplectomorphism outside an arbitrarily small neighbourhood of the singular set of $X$.

This theorem was previously proved by Chen in [30], using techniques from symplectic geometry, such as symplectic fillings of contact manifolds and symplectic reduction. Our method is different and follows the ideas of [28] and its generalization [93]. The paper [93] deals with orbifolds with homogeneous isotropy, i.e., those whose singular components do not intersect each other. In this case, the desingularization takes place in the normal bundle, which has a complex singularity in the fiber; to make the resolution of different fibers compatible one with each other, the authors require the algebraic resolution of [41] instead of Hironaka's classical theorems. The special feature of the resolution in [41] is that it is equivariant under the action of groups.

Symplectic 4-dimensional orbifolds have the advantage that the configuration of the singularities is simpler than in higher-dimensional symplectic orbifolds. This follows from the fact that non-identity elements in $\mathrm{U}(2)$ fix the origin or a complex line. Apart from isolated singularities, we define the singular subsets $\Sigma^{*}$ and $\Sigma^{1}$ by means of a Darboux chart $\left(U, \omega_{0}\right)$ with $U \subset \mathbb{C}^{2} / \Gamma$ :

1. $x \in \Sigma^{*}$ if there exists a complex line $L \subset \mathbb{C}^{2}$ such that for every $1 \neq \gamma \in \Gamma$ we have $\operatorname{Fix}(\gamma)=L$.
2. $x \in \Sigma^{1}$ if there exist at least two complex lines $L_{1}, L_{2} \subset \mathbb{C}^{2}$ and $\gamma_{1}, \gamma_{2} \in \Gamma$ so that $L_{1}=\operatorname{Fix}\left(\gamma_{1}\right)$ and $L_{2}=\operatorname{Fix}\left(\gamma_{2}\right)$.

The connected components of $\Sigma^{*}$ are surfaces and $\Sigma^{1}$ contains intersections of the closure of non-closed components of $\Sigma^{*}$. The challenging part of the resolution is precisely to make compatible the resolutions of different singular surfaces whose closures intersect at a point in $\Sigma^{1}$. Points in $\Sigma^{*}$ have neighbourhoods contained in $\mathbb{C} \times\left(\mathbb{C} / \mathbb{Z}_{m}\right)$, which is topologically a manifold. There are several ways to find a resolution of this local model, but we choose to endow the quotient with the structure of a complex manifold and change the symplectic form by a perturbation. To make this construction global, one has to construct the normal bundle of the singularity and introduce a connection. Moreover, it is possible to change the local model of $x \in \Sigma^{1}$ to obtain a local model in which $x$ is an isolated singularity. This is proved by first arguing that $\mathbb{C}^{2} / \Gamma=\left(\mathbb{C}^{2} / \Gamma^{\prime}\right) /\left(\Gamma / \Gamma^{\prime}\right)$, where $\Gamma^{\prime}$ is the normal subgroup formed by elements fixing some complex line. Then one proves that $\mathbb{C}^{2} / \Gamma^{\prime}$ is a smooth complex manifold using results from invariant group theory and finally one observes that $\Gamma / \Gamma^{\prime}$ acts freely on $\left(\mathbb{C}^{2}-\{0\}\right) / \Gamma^{\prime}$.

As a consequence of this discussion, the strategy for resolving a symplectic 4-dimensional orbifold without isolated singularities has 4 steps. First, we define a manifold atlas in $X-\Sigma^{1}$ and a closed 2-form $\omega^{\prime}$ which is zero in a small neighbourhood of $\Sigma^{1}$ and symplectic outside of it. The Riemann extension theorem allows us to extend this atlas as an orbifold atlas on $X$ such that the singularities are isolated. Then, an orbifold symplectic form is constructed from $\omega^{\prime}$ and we finally proceed as in [28] to resolve the isolated singularities.

## A compact non-formal closed $G_{2}$ manifold with $b_{1}=1$

The purpose of Chapter 4 is to construct a compact non-formal manifold with $b_{1}=1$ equipped with a closed $\mathrm{G}_{2}$ structure but admitting no metric with holonomy contained in $\mathrm{G}_{2}$. This is the first example with such properties. The construction follows the ideas of the paper [47] and it requires the development of a resolution theorem for closed $G_{2}$ orbifolds inspired by the paper [75].

The geographical problem concerning topological properties of compact manifolds that admit a closed $G_{2}$ structure but cannot be endowed with a torsion-free $G_{2}$ structure is far from being understood. As pointed out in the introduction of Chapter 4, prior to the publication of this paper, the known such examples with $b_{1}=1$ were formal [47], 81]. At that time, there was no reason to believe that we could not find a non-formal example with $b_{1}=1$; in fact, the examples in [34] are nilmanifolds and thus, non-formal with $b_{1} \geq 2$. It is worth mentioning that the construction of an example with $b_{1}=0$ remains open. As we stated earlier, the main theorem in Chapter 4 is the following:

Theorem F (Propositions 4.44, 4.46). There exists a compact non-formal closed $\mathrm{G}_{2}$ manifold $M$ with $b_{1}=1$ which cannot be endowed with a torsion-free $\mathrm{G}_{2}$ structure.

The construction is based on a resolution procedure already used in [47]. We define a closed $\mathrm{G}_{2}$ orbifold $X$ as the orbit space of a $\mathbb{Z}_{2}$ action on a nilmanifold $N$ preserving the closed $\mathrm{G}_{2}$ structure that was obtained in [34]. The resolution $M$ of $X$ is non-formal because $X$ is non-formal; the reason is that the $\mathbb{Z}_{2}$ action preserves a non-zero Massey product on $N$. The non-zero Massey product on $X$ lifts to $M$ by pullback. Moreover, to guarantee that
$b_{1}(M)=1$, we construct the action so that $b_{1}(X)=1$ because the first Betti number is not changed by the resolution procedure (see Proposition 4.38). Remarkably, the singular locus of the orbifold consists of 16 disjoint copies of the 3-dimensional Heisenberg manifold; to the best of our knowledge this is the first time in which such a configuration occurs.

To desingularize this orbifold, we develop a method for resolving closed $G_{2}$ orbifolds, inspired by the work of Joyce and Karigiannis [75], where they resolve the case of an orbifold $X$ that is the quotient of a manifold $N$ with a torsion-free $\mathrm{G}_{2}$ structure by the action of $\mathbb{Z}_{2}$; the resolution has a torsion-free $\mathrm{G}_{2}$ structure. This and the foundational work of Joyce [71], [72], are the only cases of resolution of orbifolds with holonomy contained in $\mathrm{G}_{2}$ that have been studied so far. For the resolution in [75], they require the additional hypothesis that the singular locus $L$ of the action, which is a 3-dimensional manifold, has a nowhere-vanishing harmonic 1-form. The strategy they follow is similar to that used by Joyce in his foundational work, and is described in the introduction to Chapter 4. let us go into some details for a moment.

The normal bundle to $L$ in $N$ has a complex structure determined by the nowherevanishing 1-form; hence the normal bundle to $L$ in $X$ has fiber $\mathbb{C}^{2} / \mathbb{Z}_{2}$, whose algebraic resolution is the Eguchi-Hanson space (see subsection 4.2.2. Moreover, the hypothesis that the 1-form is closed guarantees that the $\mathrm{G}_{2}$ structures that they define are closed; the hypothesis that it is co-closed helps to ensure that their torsion is small. Influenced by this work, we prove the theorem:

Theorem G (Theorem 4.32). Let $(M, \varphi, g)$ be a closed $\mathrm{G}_{2}$ structure on a compact manifold. Suppose that $\mathrm{j}: M \rightarrow M$ is an involution such that $\mathrm{j}^{*} \varphi=\varphi$ and consider the orbifold $X=$ $M / \mathrm{j}$. Let $L=\operatorname{Fix}(\mathrm{j})$ be the singular locus of $X$ and suppose that there is a nowhere-vanishing closed 1 -form $\theta \in \Omega^{1}(L)$. Then there exists a compact $\mathrm{G}_{2}$ manifold endowed with a closed $\mathrm{G}_{2}$ structure $(\widetilde{X}, \widetilde{\varphi}, \widetilde{g})$ and a map $\rho: \widetilde{X} \rightarrow X$ such that:

1. The map $\rho: \widetilde{X}-\rho^{-1}(L) \rightarrow X-L$ is a diffeomorphism.
2. There exists a small neighbourhood $U$ of $L$ such that $\rho^{*}(\varphi)=\widetilde{\varphi}$ on $\widetilde{X}-\rho^{-1}(U)$.

Compared with the work in [75], the lack of need to estimate the torsion is reflected in both the statement and the proof. On the one hand, we require that the nowhere-vanishing 1 -form is closed; this condition means that each connected component of the singular locus is a mapping torus over a 2-dimensional manifold. On the other hand, although we use the same strategy to prove the existence of the resolution, some technical parts are somewhat simplified or avoided.

Finally, both arguments we use to prove that the manifold $M$ constructed in Theorem F does not admit a metric with holonomy contained in $\mathrm{G}_{2}$ (see Proposition 4.46 and Remark 4.47) are based on formality. The manifold $M$ does not satisfy the almost formality obstruction obtained in [29], which we briefly recall. The de Rham algebra of a manifold with holonomy contained in $G_{2}$ is quasi-isomorphic to a differential algebra with all the differentials 0 except in degree 3 . The algebra is constructed from the differential operator $\mathcal{L}_{\varphi}$. This implies that the Massey products are zero except possibly those $\langle[\alpha],[\beta],[\gamma]\rangle$ such that $|\alpha|+|\beta|=4$ and $|\beta|+|\gamma|=4$; here $|\alpha|$ denotes the degree of $\alpha$ and so on. The manifold $M$ is not almost-formal because it has a non-zero Massey product $\langle[\alpha],[\beta],[\gamma]\rangle$ such that $|\alpha|=|\gamma|=1$ and $|\beta|=2$.
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### 1.1 Introduction

Berger's list [17] (1955) of possible holonomy groups of simply connected, irreducible and non-symmetric Riemannian manifolds contains the so-called exceptional holonomy groups, $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$, which occur in dimensions 7 and 8 respectively. Non-complete metrics with exceptional holonomy were given by Bryant in [22], complete metrics were obtained by Bryant and Salamon in [24], but compact examples were not constructed until 1996, when Joyce published [71], [72] and [73].

The remaining groups of Berger's list different from $\operatorname{SO}(n)$, called special holonomy groups, are $\mathrm{U}(m), \mathrm{SU}(m), \mathrm{Sp}(k)$ and $\mathrm{Sp}(k) \cdot \mathrm{Sp}(1)$. If the holonomy of a Riemannian manifold is contained in a group G, the manifold admits a G structure, that is, a reduction to G of its frame bundle. Therefore, holonomy is homotopically obstructed by the existence of G structures. Examples of manifolds endowed with G structures for some of the holonomy groups in the Berger list are not only easier to obtain than manifolds with holonomy in G, but also relevant in M-theory, especially if they admit a characteristic connection [56], that is, a metric connection with totally skew-symmetric torsion whose holonomy is contained in G. It is worth mentioning that Ivanov proved in [69] that each manifold with a $\operatorname{Spin}(7)$ structure admits a unique characteristic connection. Moreover, Friedrich proved in [55] that $\operatorname{Spin}(7)$ is the unique compact simple Lie group G such that every G structure admit a unique characteristic connection.

The Lie group $\mathrm{G}_{2}$ is compact, simple and simply connected. It consists of the endomorpisms of $\mathbb{R}^{7}$ which preserve the cross product from the imaginary part of the octonions 104. Hence, a $\mathrm{G}_{2}$ structure on a manifold $Q$ determines a 3 -form $\Psi$, a metric and an orientation. In [48], Fernández and Gray classified $\mathrm{G}_{2}$ structures into 16 different classes in terms of $\nabla \Psi$. Related to this, the analysis of the intrinsic torsion in [32] allowed to obtain equations involving $d \Psi$ and $d(\star \Psi)$ for each of the 16 classes, determined by the $\mathrm{G}_{2}$ irreducible components of $\Lambda^{4} T^{*} Q$ and $\Lambda^{5} T^{*} Q$. In particular, the holonomy of $Q$ is contained in $\mathrm{G}_{2}$ if and only if $d \Psi=0$ and $d(\star \Psi)=0$. The Lie group $\operatorname{Spin}(7)$ is also compact, simple and simply connected. It is the group of endomorphisms of $\mathbb{R}^{8}$ which preserve the triple cross product from the octonions [104]. Thus, a $\operatorname{Spin}(7)$ structure on a manifold $M$ determines 4 -form $\Omega$, a metric and an orientation. In [43], Fernández classified $\operatorname{Spin}(7)$ structures into 4 classes in terms of differential equations for $d \Omega$, which are determined by the $\operatorname{Spin}(7)$ irreducible components of $\Lambda^{5} T^{*} M$. Parallel structures satisfy $d \Omega=0$, locally conformally parallel structures satisfy $d \Omega=\theta \wedge \Omega$ for a closed 1-form $\theta$ and balanced structures satisfy $\star(d \Omega) \wedge \Omega=0$. A generic $\operatorname{Spin}(7)$ structure, which does not satisfy any of the previous conditions, is called mixed.

The relationship between $G_{2}$ and $\operatorname{Spin}(7)$ structures was firstly explored by MartínCabrera in [84. Each oriented hypersurface of a manifold equipped with a $\operatorname{Spin}(7)$ structure naturally inherits a $G_{2}$ structure whose type is determined by the $\operatorname{Spin}(7)$ structure of the ambient manifold and some extrinsic information of the submanifold, such as the Weingarten operator. Following the same viewpoint, Martín-Cabrera constructed Spin(7) structures on $S^{1}$-principal bundles over $\mathrm{G}_{2}$ manifolds in 83. Both approaches allowed him to construct manifolds with $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ structures of different pure types.

It turns out that manifolds admitting $\operatorname{SU}(3), \mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ structures are spin and their spinor bundle has a unit-length section $\eta$ which determines the structure. In [1], spinorial formalism was used to deal with different aspects of $\operatorname{SU}(3)$ and $G_{2}$ structures, such as the classification of both types of structures, $\operatorname{SU}(3)$ structures on hypersurfaces of $\mathrm{G}_{2}$ manifolds and specific types of Killing spinors. A clear advantage of this viewpoint is that a unique object, the spinor, encodes the whole geometry of the structure. For instance, a $\mathrm{G}_{2}$ structure on a Riemannian manifold $(Q, g)$ with associated 3 -form $\Psi$ is determined by a suitable spinor $\eta$ according to the formula $\Psi(X, Y, Z)=-(\eta, X Y Z \eta)$, where $(\cdot, \cdot)$ denotes the scalar product in the spinor bundle and juxtaposition of vectors indicates the Clifford product. Any oriented hypersurface $Q^{\prime}$ with unit normal vector field $N$ inherits an $\operatorname{SU}(3)$ structure implicitly defined by $\Psi=N^{*} \wedge \omega+\operatorname{Re}(\Theta)$, where $N^{*}(X)=g(N, X)$ for $X \in T Q$. But both the 2 -form $\omega$ and the $(3,0)$-form $\operatorname{Re}(\Theta)$ turn out to be determined by the same spinor $\eta$.

In this paper we follow the ideas of [1] to describe the geometry of $\operatorname{Spin}(7)$ structures from a spinorial viewpoint, starting from the classification of these structures, continuing to analyze the relationship between $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ structures and finishing with the study of $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras.

Our first result, Theorem 1.21 in section 1.3 , describes each type of $\operatorname{Spin}(7)$ structure in terms of differential equations involving the spinor $\eta$ that determines the structure (see section 1.2 for details). Parallel $\operatorname{Spin}(7)$ structures have already been studied from a spinorial point of view and correspond to the equation $\nabla \eta=0$. In order to state the spinorial equations for the remaining classes consider $D$ the Dirac operator on the spinor bundle.
Theorem 1.1. $A \operatorname{Spin}(7)$ structure determined by $\eta$ is:

1. Balanced if $D \eta=0$.
2. Locally conformally parallel if there exists $V \in \mathfrak{X}(M)$ such that $\nabla_{X} \eta=\frac{2}{7}\left(X^{*} \wedge V^{*}\right) \eta$. In this case, $D \eta=V \eta$.
Moreover, in Proposition 1.23 we determine the torsion forms of the structure and we obtain that the Lee form is $\Theta=\frac{7}{8} V^{*}$ where $D \eta=V \eta$.

Our techniques also allow us to identify the intrinsic torsion of the structure and to obtain the formula for the unique characteristic connection of each $\operatorname{Spin}(7)$ structure, given by Ivanov in [69, Theorem 1.1]. Along the way, in section 1.6 we also show that the spinorial equation for balanced structures also follows from [69, Theorem 9.1].

We also introduce the concept of $G_{2}$ distributions, a general setting to relate $G_{2}$ and $\operatorname{Spin}(7)$ structures.
Definition 1.2. Let $(M, g)$ be an oriented 8-dimensional Riemannian manifold and let $\mathcal{D}$ be a cooriented distribution of codimension 1 . We say that $\mathcal{D}$ has a $\mathrm{G}_{2}$ structure if the principal $\mathrm{SO}(7)$ bundle $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is spin and the spinor bundle $\Sigma(\mathcal{D})$ admits a unit-length section.

This construction allows us to obtain the results obtained in [83] and [84] about $\mathrm{G}_{2}$ structures on hypersurfaces of $\operatorname{Spin}(7)$ manifolds and $S^{1}$-principal bundles over $\mathrm{G}_{2}$ manifolds. Related to this, we also study warped products of manifolds admitting a $\mathrm{G}_{2}$ structure with $\mathbb{R}$.

The formalism of $\mathrm{G}_{2}$ distributions enables us to study $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras, that is, Lie algebras with a codimension 1 abelian ideal. To state the result, which is Theorem 1.49, we suppose that the Lie algebra is $\mathfrak{g}=\left\langle e_{0}, \ldots, e_{7}\right\rangle$ and the abelian ideal is $\mathbb{R}^{7}=\left\langle e_{1}, \ldots, e_{7}\right\rangle$; we also assume that $\mathfrak{g}$ is endowed with the canonical metric and the canonical volume form.

Theorem 1.3. Denote by $\mathcal{E}=\left.\operatorname{ad}\left(e_{0}\right)\right|_{\mathbb{R}^{7}}$ and let $\mathcal{E}_{13}$ and $\mathcal{E}_{24}$ be the symmetric and skewsymmetric parts of the endomorphism. Then, $\mathfrak{g}$ admits a $\operatorname{Spin}(7)$ structure of type:

1. Parallel, if and only if $\mathcal{E}_{13}=0$ and the eigenvalues of $\mathcal{E}_{24}$ are $0, \pm \lambda_{1} i, \pm \lambda_{2} i, \pm\left(\lambda_{1}+\lambda_{2}\right) i$, for some $0 \leq \lambda_{1} \leq \lambda_{2}$.
2. Locally conformally parallel and non-parallel if and only if $\mathcal{E}_{13}=h$ Id with $h \neq 0$ and the eigenvalues of $\mathcal{E}_{24}$ are $0, \pm \lambda_{1} i, \pm \lambda_{2} i, \pm\left(\lambda_{1}+\lambda_{2}\right) i$, for some $0 \leq \lambda_{1} \leq \lambda_{2}$.
3. Balanced if and only if $\mathfrak{g}$ is unimodular and the eigenvalues of $\mathcal{E}_{24}$ are $0, \pm \lambda_{1} i, \pm \lambda_{2} i$, $\pm\left(\lambda_{1}+\lambda_{2}\right) i$, for some $0 \leq \lambda_{1} \leq \lambda_{2}$.
Moreover, if $\mathcal{E}_{24} \neq 0$ then it admits a $\operatorname{Spin}(7)$ structure of mixed type.
This result allows us to provide an example of a nilmanifold admitting both a left-invariant balanced structure and a left-invariant mixed structure. This nilmanifold has $b_{1}=2$ but it is not a product $S^{1} \times Q$. We also compute an example of a left-invariant strict locally conformally balanced structure, that is, a mixed structure whose Lee form is closed and non-exact. We also obtain a compact manifold admitting a parallel Spin(7) structure as a quotient of a quasi abelian simply connected Lie group. The Lie group is not abelian, but it is endowed with a flat metric. In particular, the solvmanifold is a $\mathbb{Z}_{2}$ quotient of a torus $T^{7}$.

In addition, we determine nilpotent quasi abelian Lie algebras that admit balanced and locally conformally balanced structures:

Theorem 1.4. Let $L_{3}$ be the Lie algebra of the 3-dimensional Heisenberg group, $L_{4}$ the unique irreducible 4-dimensional nilpotent Lie algebra and $A_{j}$ the $j$-dimensional abelian Lie algebra.

1. Every $\operatorname{Spin}(7)$ structure on the abelian Lie algebra $A_{8}$ is parallel.
2. The Lie algebras $\mathfrak{g}=A_{5} \oplus L_{3}$ or $\mathfrak{g}=A_{3} \oplus L_{4}$ admit strict locally conformally balanced structures. However, they do not admit balanced structures.
3. The rest of the quasi abelian nilpotent Lie algebras admit a balanced structure and a strict locally conformally balanced structure.

This paper is organized as follows. Section 1.2 contains a review of algebraic aspects of $\operatorname{Spin}(7)$ geometry. Section 1.3 identifies the instrinsic torsion of the Levi-Civita connection with the covariant derivative of the spinor that determines the structure, section 1.4 provides the spinorial classification of $\operatorname{Spin}(7)$ structures, section 1.5 is devoted to obtain the torsion forms of $\operatorname{Spin}(7)$ structures in terms of spinors and section 1.6 provides an alternative proof of the existence of the characteristic connection. Section 1.7 provides a complete analysis of $\mathrm{G}_{2}$ structures on distributions and then focuses on the particular cases described above. Section 1.8 deals with invariant structures on quasi abelian Lie algebras and provides compact examples. Finally section 1.9 is devoted to the study of quasi abelian nilpotent structures and its $\operatorname{Spin}(7)$ structures.
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### 1.2 Preliminaries

In this section we introduce some aspects of Clifford algebras, 8 -dimensional spin manifolds and $\operatorname{Spin}(7)$ representations, which can be found in [54], [79] and [104] as well as the notations that we use in the sequel.

### 1.2.1 The real representation of $\mathrm{Cl}_{8}$

The Clifford algebra $\mathrm{Cl}_{8}$ is isomorphic to the algebra of endomorphisms of $\mathbb{R}^{16}$. We denote such an isomorphism by $\rho: \mathrm{Cl}_{8} \rightarrow \operatorname{End}\left(\mathbb{R}^{16}\right)$; this is indeed the unique irreducible repesentation of $\mathrm{Cl}_{8}$ up to equivalence [79, Chapter 1, Theorem 4.3]. There is also an inner product on $\mathbb{R}^{16}$, which we denote by $(\cdot, \cdot)$, such that the Clifford multiplication by a vector of $\mathbb{R}^{8}$ is a skew-symmetric transformation [79, Chapter 1, Theorem 5.3].

Fix an orientation of $\mathbb{R}^{8}$ and let $\nu_{8}$ be a unit-length positively oriented volume form of $\mathbb{R}^{8}$. Consider the $\operatorname{Spin}(8)$ equivariant endomorphism:

$$
\nu_{8}:: \mathbb{R}^{16} \rightarrow \mathbb{R}^{16}, \quad \phi \longmapsto \nu_{8} \phi .
$$

Since $\nu_{8}^{2}=1$, there is a splitting $\mathbb{R}^{16}=\Delta^{+} \oplus \Delta^{-}$where $\Delta^{ \pm}$is the eigenspace associated to $\pm 1$. In addition, this endomorphism anticommutes with the Clifford multiplication by a vector.

It is well known that $\operatorname{Spin}(8)$ contains three distinct conjugacy classes of the group $\operatorname{Spin}(7)$ [79] Chapter 4, Proposition 10.4]. The first one is obtained from the adjoint action $\mathrm{Ad}: \operatorname{Spin}(8) \rightarrow \mathrm{SO}(8)$ as the stabilizer of any non-zero $v \in \mathbb{R}^{8}$. The remaining ones, which we denote by $\operatorname{Spin}(7)^{ \pm}$, are constructed from $\rho$ as the stabilizer of a non-zero spinor $\phi_{ \pm} \in \Delta^{ \pm}$. The adjoint action embeds $\operatorname{Spin}(7)^{ \pm}$into $\operatorname{SO}(8)$ because $-1 \notin \operatorname{Stab}\left(\phi_{ \pm}\right)$. Note also that the conjugacy classes $\operatorname{Spin}(7)^{ \pm}$depend on the choice of an orientation of $\mathbb{R}^{8}$ and these are conjugated in $\operatorname{Pin}(8)$.
Remark 1.5. We can construct $\rho$ from the representation of the complex Clifford algebra and the real structure constructed in [54, Chapter 1]. The construction that allows to obtain an irreducible representation of $\mathrm{Cl}_{6}$ is similar but there is a difference that we outline. Let $\mathbb{C l}_{2 k}$
be the Clifford algebra of $\left(\mathbb{C}^{2 k}, \sum_{i=1}^{2 k} z_{i}^{2}\right)$, according to [54, p.13] there is a $2^{k}$-dimensional complex space $\Delta_{2 k}$ and an isomorphism $\kappa_{2 k}: \mathbb{C l}_{2 k} \rightarrow \operatorname{End}\left(\Delta_{2 k}\right)$. The multiplication by the complex volume form $\nu_{2 k}^{\mathbb{C}}=i^{k} \nu_{2 k}$ splits $\Delta_{2 k}$ into two eigenspaces $\Delta_{2 k}^{ \pm}$associated to the eigenvalue $\pm 1$ which are irreducible under the action of $\operatorname{Spin}(2 k)$.

1. There is a $\operatorname{Spin}(8)$ equivariant real structure $\varphi_{8}$ on $\Delta_{8}$ which commutes with $\nu_{8}^{\mathbb{C}}$ (see [54, p.32]). Thus, a real representation is $\left(\Delta_{8}^{+}\right)_{+} \oplus\left(\Delta_{8}^{-}\right)_{-}$, where $\left(\Delta_{8}^{+}\right)_{ \pm}$and $\left(\Delta_{8}^{-}\right)_{ \pm}$ are the eigenspaces associated to the eigenvalue $\pm 1$ of $\varphi_{8}$ on $\Delta_{8}^{+}$and $\Delta_{8}^{-}$.
2. There is a $\operatorname{Spin}(6)$ equivariant real structure $\varphi_{6}$ on $\Delta_{6}$ that anticommutes with $\nu_{6}^{\mathbb{C}}$. Thus the real representation of $\mathrm{Cl}_{6}$ is $\left(\Delta_{6}\right)_{+}=\left\{\phi+\varphi_{6}(\phi): \phi \in \Delta_{6}^{+}\right\}$, the eigenspace associated to +1 of $\varphi_{6}$. In addition, if $\eta=\phi+\varphi_{6}(\phi) \neq 0$ is a real spinor, then $\operatorname{Stab}_{\operatorname{Spin}(6)}(\eta)=\operatorname{Stab}_{\operatorname{Spin}(6)}(\phi)=\operatorname{Stab}_{\operatorname{Spin}(6)}\left(\varphi_{6}(\phi)\right)=\mathrm{SU}(3)$.

The hermitian metric $h$ on $\Delta_{8}$ constructed in [54, p.24] makes the Clifford multiplication a skew-symmetric transformation. In particular, $h$ is $\operatorname{Spin}(8)$ invariant. The fact that $\Delta_{8}^{ \pm}$ are irreducible $\operatorname{Spin}(8)$ modules guarantees that $b(\phi, \eta)=h\left(\varphi_{8}(\phi), \eta\right)$ is a symmetric bilinear form on $\Delta_{8}^{ \pm}$and therefore the restrictions of $h$ to the real and the imaginary part of $\Delta_{8}^{ \pm}$ are real-valued. The subspaces $\Delta_{8}^{+}$and $\Delta_{8}^{-}$are orthogonal with respect to $h$ because the multiplication by $\nu_{\mathbb{C}}$ preserves $h$. Therefore the real part of $h$ is a scalar product on $\left(\Delta_{8}^{+}\right)_{+} \oplus$ $\left(\Delta_{8}^{-}\right)_{-}$with the same properties as $(\cdot, \cdot)$.

### 1.2.2 $\operatorname{Spin}(7)$ structures

Let $(M, g)$ be an oriented Riemannian 8-manifold and let $\mathrm{P}_{\mathrm{SO}}(M)$ be the associated $\mathrm{SO}(8)$ frame bundle. If $M$ is spin, i.e. if $w_{2}(M)=0$, the $\operatorname{Spin}(8)$ principal bundle $\mathrm{P}_{\text {Spin }}(M)$ over $M$ is a double covering $\pi: \mathrm{P}_{\text {Spin }}(M) \rightarrow \mathrm{P}_{\mathrm{SO}}(M)$ equivariant under the adjoint action Ad : $\operatorname{Spin}(8) \rightarrow \mathrm{SO}(8)$. The associated spinor bundle is $\Sigma(M)=\mathrm{P}_{\text {Spin }}(M) \times{ }_{\rho} \mathbb{R}^{16}$ and it is equipped with a metric induced by $(\cdot, \cdot)$ which we denote by the same symbols. In addition, there is a splitting $\Sigma(M)=\Sigma(M)^{+} \oplus \Sigma(M)^{-}$, where $\Sigma(M)^{ \pm}=\mathrm{P}_{\text {Spin }}(M) \times{ }_{\rho} \Delta^{ \pm}$.

Also note that $X\left(\Sigma(M)^{ \pm}\right) \subset \Sigma(M)^{\mp}$ if $X \in \mathfrak{X}(M)$ and that for each nowhere-vanishing spinor $\eta: M \rightarrow \Sigma(M)^{ \pm}$the map:

$$
\begin{equation*}
T M \rightarrow \Sigma(M)^{\mp}, \quad X \longmapsto X \eta \tag{1.1}
\end{equation*}
$$

is an isomorphism.
The Clifford multiplication with a vector field provides an action of $\Lambda^{k} T^{*} M$ defined as follows.

1. The product with a covector is defined by $X^{*} \phi=X \phi$, where we used the canonical identification between the tangent and the cotangent bundle: $X^{*}=g(X, \cdot)$.
2. If the product is defined on $\Lambda^{\ell} T^{*} M$ when $\ell \leq k$, we define

$$
\left(X^{*} \wedge \beta\right) \phi=X(\beta \phi)+(i(X) \beta) \phi
$$

where $i(X) \beta$ denotes the contraction, $\beta \in \Lambda^{k} T^{*} M$ and $X \in T M$. This product is extended lineary to $\Lambda^{k+1} T^{*} M$.

For instance:

$$
\begin{align*}
& \left(X^{*} \wedge Y^{*}\right) \phi=(X Y+g(X, Y)) \phi  \tag{1.2}\\
& \left(X^{*} \wedge Y^{*} \wedge Z^{*}\right) \phi=(X Y Z+g(X, Y) Z-g(X, Z) Y+g(Y, Z) X) \phi \tag{1.3}
\end{align*}
$$

Observe also that $\Sigma^{ \pm}(M)=\left\{\phi_{p}: \nu \phi_{p}= \pm \phi_{p}\right\}$ where $\nu$ is the positively oriented unitlength volume form of $(M, g)$.

The action Spin $(8) \times \mathbb{R}^{16} \rightarrow \mathbb{R}^{16}$ lifts to an action $\mathrm{P}_{\text {Spin }}(M) \times \Sigma(M) \rightarrow \Sigma(M)$, so that the existence of a unit-length spinor $\eta \in \Gamma\left(\Sigma(M)^{ \pm}\right)$determines an identification between $\operatorname{Spin}(7)^{ \pm}$and the stabilizer of $\eta_{p}$ at each $p \in M$. This defines a $\operatorname{Spin}(7)$ principal subundle $\operatorname{Stab}(\eta) \subset \mathrm{P}_{\text {Spin }}(M)$ and therefore, $\operatorname{Ad}(\operatorname{Stab}(\eta))$ is a $\operatorname{Spin}(7)$ reduction of $\mathrm{P}_{\mathrm{SO}}(M)$. In this paper we focus on $\operatorname{Spin}(7)$ structures determined by positive spinors. This condition is not restrictive due to the following result which is not difficult to check.

Lemma 1.6. Let $(M, g)$ be a connected oriented spin manifold and let $\Sigma(M)$ be its spinor bundle. Let $\overline{\Sigma(M)}$ be the spinor bundle associated to the opposite orientation on M. There is an isomorphism of $\mathrm{Cl}(M)$ modules $\mathcal{R}: \Sigma(M) \rightarrow \overline{\Sigma(M)}$. Therefore, $\mathcal{R}\left(\Sigma(M)^{ \pm}\right)=\overline{\Sigma(M)}{ }^{\mp}$.

For the convenience of the reader, we shall relate this spinorial approach with the point of view of positive triple cross products [104, Definitions 6.1, 6.12].

Lemma 1.7. Let $(M, g)$ be a Riemannian oriented spin manifold that admits a unit-length spinor $\eta: M \rightarrow \Sigma(M)^{ \pm}$. Then there is a well defined map:
$T M \times T M \times T M \rightarrow T M, \quad(X, Y, Z) \longmapsto X \times Y \times Z$ s.t, $(X \times Y \times Z) \eta=\left(X^{*} \wedge Y^{*} \wedge Z^{*}\right) \eta$, which is in turn a positive triple cross product. The associated 4 -form $\Omega(W, X, Y, Z)=$ $g(W, X \times Y \times Z)$ satisfies that $\star \Omega= \pm \Omega$.

Moreover [104, Theorem 10.3] states that there is a 1 to 1 correspondence between 4forms $\Omega$ that define a positive triple cross product with $\Omega \wedge \Omega>0$, and sections of the projectivization of $\Sigma(M)^{+}$.

According to the previous discussion we summarize our basic assumptions in a Proposition. In the sequel given a frame $\left(e_{0}, \ldots, e_{7}\right)$ and a spinor $\phi$ we use short-hand notation $e^{i}$ for $g\left(e_{i}, \cdot\right), e^{i j k l}$ for $e^{i} \wedge e^{j} \wedge e^{k} \wedge e^{l}$ and $e_{i j k} \phi$ for $e_{i} e_{j} e_{k} \phi$.

Proposition 1.8. Let $(M, g)$ be an oriented spin manifold and suppose that there exists a positive unit-length spinor. Consider the triple cross product on $M$ defined as in Lemma 1.7.

1. The associated 4 -form is self-dual and is determined by

$$
\Omega(W, X, Y, Z)=\frac{1}{2}((-W X Y Z+W Z Y X) \eta, \eta) .
$$

2. Given local orthonormal vector fields $e_{0}, e_{1}, e_{2}, e_{4}$ such that $e_{4}$ is perpendicular to $e_{3}=$ $e_{0} \times e_{1} \times e_{2}$ there exists a positively oriented orthonormal frame $\left(e_{0}, \ldots, e_{7}\right)$ such that:

$$
\begin{align*}
\Omega= & e^{0123}-e^{0145}-e^{0167}-e^{0246}+e^{0257}-e^{0347}-e^{0356} \\
& +e^{4567}-e^{2367}-e^{2345}-e^{1357}+e^{1346}-e^{1256}-e^{1247} . \tag{1.4}
\end{align*}
$$

A local frame with this property is called a Cayley frame.
Proof. Taking into account Lemma 1.7 and equation (1.3) the associated 4 -form of the triple cross product, which is self-dual, is:

$$
\begin{aligned}
\Omega(W, X, Y, Z) & =((X \times Y \times Z) \eta, W \eta)=((X Y Z+g(X, Y) Z-g(X, Z) Y+g(Y, Z) X) \eta, W \eta) \\
& =\frac{1}{2}((-W X Y Z+W Z Y X) \eta, \eta) .
\end{aligned}
$$

The second statement can be found in [104, Theorem 7.12]. A Cayley frame $\left(e_{0}, \ldots, e_{7}\right)$ satisfies $\left(e_{0} \cdots e_{7}\right) \eta=\eta$; it is thus positively oriented.

### 1.2.3 $\operatorname{Spin}(7)$ representations

Let us denote the standard basis of $\mathbb{R}^{8}$ by $\left(e_{0}, \ldots, e_{7}\right)$, and the standard $\operatorname{Spin}(7)$ structure of $\mathbb{R}^{8}$ by $\Omega_{0}$, given by 1.4 . We also denote $\Lambda^{k}=\Lambda^{k}\left(\mathbb{R}^{8}\right)^{*}$.

The representation of $\operatorname{Spin}(7)=\operatorname{Stab}\left(\Omega_{0}\right) \subset \operatorname{SO}(8)$ on $\Lambda^{k}$ induces an orthogonal decomposition of this space into irreducible $\operatorname{Spin}(7)$ invariant subspaces. The expression $\Lambda_{l}^{k}$ denotes such an $l$-dimensional subspace of $\Lambda^{k}$. The Hodge star operator $\star$ gives $\operatorname{Spin}(7)$ equivariant isomorphisms between $\Lambda^{k}$ and $\Lambda^{8-k}$ determining that $\Lambda_{l}^{k}=\star \Lambda_{l}^{8-k}$ if $k \leq 4$. We briefly describe the splitting; a complete proof can be found in [43] and [104, Theorem 9.8]. The decomposition goes as follows:

$$
\begin{aligned}
& \Lambda^{2}=\Lambda_{7}^{2} \oplus \Lambda_{21}^{2} \\
& \Lambda^{3}=\Lambda_{8}^{3} \oplus \Lambda_{48}^{3} \\
& \Lambda^{4}=\Lambda_{1}^{4} \oplus \Lambda_{7}^{4} \oplus \Lambda_{27}^{4} \oplus \Lambda_{35}^{4}
\end{aligned}
$$

The first one comes from the orthogonal splitting $\Lambda^{2}=\mathfrak{s o}(8)=\mathfrak{s p i n}(7) \oplus \mathfrak{m}$, where $\mathfrak{m}=$ $\mathfrak{s p i n}(7)^{\perp}$. An alternative description is obtained from the map:

$$
\Lambda^{2} \rightarrow \Lambda^{2}, \quad \beta \longmapsto \star\left(\beta \wedge \Omega_{0}\right)
$$

which is $\operatorname{Spin}(7)$-equivariant, symmetric and traceless. Therefore, $\Lambda^{2}$ splits into eigenspaces which must coincide with the previous ones due to the irreducibility. One can check that the eigenvalues are 3 on $\Lambda_{7}^{2}$ and -1 on $\Lambda_{21}^{2}$. Moreover, the set

$$
\begin{equation*}
\left\{\alpha_{j}=\frac{1}{2}\left(e^{0 j}+i\left(e_{j}\right) i\left(e_{0}\right) \Omega_{0}\right)\right\}_{j=1}^{7} \tag{1.5}
\end{equation*}
$$

is an orthonormal basis of $\Lambda_{7}^{2}$ and the projection $\mathrm{p}_{7}^{2}: \Lambda^{2} \rightarrow \Lambda_{7}^{2}$ is consequently determined by the equation:

$$
\begin{equation*}
\mathrm{p}_{7}^{2}\left(u^{*} \wedge v^{*}\right)=\frac{1}{4}\left(u^{*} \wedge v^{*}+i(v) i(u) \Omega_{0}\right) \tag{1.6}
\end{equation*}
$$

The subspaces involved in the splitting of $\Lambda^{3}$ are:

$$
\Lambda_{8}^{3}=i\left(\mathbb{R}^{8}\right) \Omega_{0}, \quad \Lambda_{48}^{3}=\operatorname{ker}\left(\cdot \wedge \Omega_{0}: \Lambda^{3} \rightarrow \Lambda^{7}\right)
$$

In order to describe the last one observe that the Hodge star operator splits $\Lambda^{4}$ into two 35-dimensional spaces: anti self-dual and self-dual forms. The space of anti self-dual forms is $\Lambda_{35}^{4}$ and the space of self-dual forms is $\Lambda_{1}^{4} \oplus \Lambda_{7}^{4} \oplus \Lambda_{27}^{4}$. Obviously, $\Lambda_{1}^{4}=\left\langle\Omega_{0}\right\rangle$ and the space $\Lambda_{7}^{4}$ is the image of the map,

$$
j: \mathfrak{m} \rightarrow \Lambda^{4}, \quad j(\beta)=\rho_{*}(\beta) \Omega_{0}
$$

with $\rho: \mathrm{SO}(8) \rightarrow \Lambda^{4} T^{*} M, \rho(g)=\left(g^{-1}\right)^{*} \Omega_{0}$. That is, $j$ is the restriction to $\mathfrak{m}$ of the map determined by $j\left(u^{*} \wedge v^{*}\right)=u^{*} \wedge i(v) \Omega_{0}-v^{*} \wedge i(u) \Omega_{0}$ and therefore, $\Lambda_{4}^{7}=\left\{u^{*} \wedge i(v) \Omega_{0}-v^{*} \wedge\right.$ $\left.i(u) \Omega_{0}, u, v \in \mathbb{R}^{8}\right\}$. The subspace $\Lambda_{27}^{4}$ is the orthogonal complement of $\Lambda_{1}^{4} \oplus \Lambda_{7}^{4} \oplus \Lambda_{35}^{4}$.

We now describe the irreducible decomposition of $\Lambda^{1} \otimes \mathfrak{m}$ which is related with the intrinsic torsion of the Levi-Civita connection (see Section 1.3).
Proposition 1.9. Let $\left(e_{0}, \ldots, e_{7}\right)$ be a Cayley basis and let $\mathrm{p}_{7}^{2}: \Lambda^{2} \rightarrow \mathfrak{m}$ be the orthogonal projection. Consider the $\operatorname{Spin}(7)$-equivariant maps:

$$
\begin{aligned}
& \Theta: \Lambda^{3} \rightarrow \Lambda^{1} \otimes \mathfrak{m}, \quad \beta \longmapsto \Theta(\beta)=\sum_{j=0}^{7} e_{j} \otimes \mathrm{p}_{7}^{2}\left(i\left(e_{j}\right) \beta\right) \\
& \Xi: \Lambda^{1} \otimes \mathfrak{m} \rightarrow \Lambda^{3}, \quad \alpha \otimes \beta \longmapsto \alpha \wedge \beta=3 \operatorname{alt}(\alpha \otimes \beta)
\end{aligned}
$$

where $\operatorname{alt}(\mathrm{T})\left(v_{1}, \ldots, v_{n}\right)=\frac{1}{n!} \sum_{\sigma \in S_{n}}(-1)^{\operatorname{sgn} \sigma} \mathrm{T}\left(v_{\sigma(1)}, \ldots, v_{\sigma(n)}\right)$. The eigenvalues of $\Xi \circ \Theta$ are $\frac{9}{4}$ and $\frac{1}{2}$. They are associated to the eigenspaces $\Lambda_{8}^{3}$ and $\Lambda_{48}^{3}$ respectively.

Proof. The map $\Xi \circ \Theta$ is symmetric and $\operatorname{Spin}(7)$-equivariant, so that its eigenspaces must be $\Lambda_{8}^{3}$ and $\Lambda_{48}^{3}$. A direct computation in the cases $i\left(e_{0}\right) \Omega_{0} \in \Lambda_{8}^{3}$ and $e^{123}+e^{145} \in \Lambda_{48}^{3}$ shows that the eigenvalues are $\frac{9}{4}$ on $\Lambda_{8}^{3}$ and $\frac{1}{2}$ on $\Lambda_{48}^{3}$.

We formulate an alternative description of $\Lambda^{1} \otimes \mathfrak{m}$ which is proved in the same manner.
Proposition 1.10. Let $\left(e_{0}, \ldots, e_{7}\right)$ be an orthonormal frame, and let $\mathrm{p}_{7}^{2}: \Lambda^{2} \rightarrow \mathfrak{m}$ be the orthogonal projection. Consider the $\mathrm{O}(8)$ equivariant maps,

$$
\begin{aligned}
& \iota: \mathbb{R}^{8} \rightarrow \Lambda^{1} \otimes \mathfrak{m}, \quad \iota(v)=\sum_{i=0}^{7} e^{i} \otimes \mathrm{p}_{7}^{2}\left(e^{i} \wedge v^{*}\right), \\
& \kappa: \Lambda^{1} \otimes \mathfrak{m} \rightarrow \mathbb{R}^{8}, \quad \kappa(\Gamma)=\sum_{i=0}^{7}\left(i\left(e_{i}\right) \Gamma\left(e_{i}\right)\right)^{\sharp},
\end{aligned}
$$

which do not depend on the orthonormal basis chosen. Then $\iota\left(\mathbb{R}^{8}\right)=\Theta\left(\Lambda_{8}^{3}\right)$ and $\operatorname{ker}(\kappa)=$ $\Theta\left(\Lambda_{48}^{3}\right)$. Moreover, $\kappa \circ \iota(v)=\frac{7}{4} v$ for any $v \in \mathbb{R}^{8}$.

The study of the space $\Lambda^{1} \otimes \Lambda_{7}^{4}$ is done similarly; this turns out to be isomorphic to $\Lambda^{1} \otimes \mathfrak{m}$. For instance, it is not difficult to check that the map alt: $\Lambda^{1} \otimes \Lambda_{7}^{4} \rightarrow \Lambda^{5}$ is a $\operatorname{Spin}(7)$ equivariant isomorphism.

A Spin(7) structure on the Riemannian manifold ( $M, g$ ) determines a splitting of $\Lambda^{k} T^{*} M$ into subbundles $\Lambda_{l}^{k} T^{*} M=R \times_{\operatorname{Spin}(7)} \Lambda_{l}^{k}$ where $R$ is the $\operatorname{Spin}(7)$ reduction $R$ of the $\operatorname{SO}(8)$ principal bundle given by the Cayley frames. We also denote by $\Omega_{l}^{k}(M)$ the space of smooth sections of $\Lambda_{l}^{k} T^{*} M$. In addition, the maps $j, \Theta, \Xi, \iota, \kappa$ induce bundle homomorphisms that we call by the same name. We also consider the subbundles of $T^{*} M \otimes \Lambda_{7}^{2} T^{*} M$ defined by:

$$
\begin{equation*}
\chi_{1}=\Theta\left(\Lambda_{48}^{3} T^{*} M\right), \quad \chi_{2}=\Theta\left(\Lambda_{8}^{3} T^{*} M\right) \tag{1.7}
\end{equation*}
$$

### 1.3 The intrinsic torsion

We compute the intrinsic torsion $\Gamma$ of the Levi-Civita connection which is a section of the bundle $T M \otimes \Lambda_{7}^{2} T^{*} M$. Recall that the Levi-Civita connection $\nabla$ on $T M$ induces a connection $\omega$ on $\mathrm{P}_{\mathrm{SO}}(M)$. A connection on the $\operatorname{Spin}(7)$ reduction $R$ is $\omega^{\prime}=\left.\mathrm{p}(\omega)\right|_{T R}$, where p denotes the orthogonal projection to $\mathfrak{s p i n}(7)$. The connection that $\omega^{\prime}$ induces on $T M$ is denoted by $\nabla^{\prime}$ and determines the intrinsic torsion by means of the expression:

$$
\nabla_{X} Y=\nabla_{X}^{\prime} Y+\Gamma(X) Y
$$

The skew-symmetric endomorphism $\Gamma(X)$ can be identified with a 2 -form which lies in $\Omega_{7}^{2}(M)$ for each $X \in T M$. To compute it, define $H$ as the subspace of $\Delta_{+}$which is orthogonal to $\eta$ with respect to the scalar product $(\cdot, \cdot)$ defined in Section 1.2.1. Of course, $H$ depends on the choice of the spinor $\eta$. We first prove that the vector bundles $\Lambda_{7}^{2} T^{*} M$ and $H$ are isomorphic.

Lemma 1.11. There is a well defined $\operatorname{Spin}(7)$-equivariant map

$$
\Lambda^{2} T^{*} M \rightarrow H, \quad \alpha \longmapsto \alpha \eta,
$$

whose kernel is $\Lambda_{21}^{2} T^{*} M$. Indeed, its restriction c: $\Lambda_{7}^{2} T^{*} M \rightarrow H$ is an isomorphism whose inverse is given by $\left(c^{-1} \phi\right)(X, Y)=\frac{1}{4}(\phi,(X Y+g(X, Y)) \eta)$.

Proof. The spinor $\beta \eta$ is perpendicular to $\eta$ if $\beta \in \Lambda^{2} T^{*} M$. Therefore, the map is well-defined and it is $\operatorname{Spin}(7)$-equivariant because $\operatorname{Spin}(7)=\operatorname{Stab}\left(\eta_{p}\right)$.

To prove that $c$ is an isomorphism, we first claim that if $\left(e_{0}, \ldots, e_{7}\right)$ is a Cayley frame then $\alpha_{j} \eta=4 e^{0 j} \eta$, where the 2 -forms $\alpha_{j}$ are defined as in equation 1.5). Observe that we only need to check this formula for $j=1$ because $c$ is $\operatorname{Spin}(7)$-equivariant and $\mathrm{G}_{2}=$ $\operatorname{Spin}(7) \cap \operatorname{Stab}\left(e_{0}\right)$ acts transitively on the 6 -sphere generated by $\left(e_{1}, \ldots, e_{7}\right)$. In this case, $\alpha_{1}=e^{01}+e^{23}-e^{45}-e^{67}$ and if $(i, j) \in\{(2,3),(5,4),(7,6)\}$, then $\Omega\left(e_{0}, e_{1}, e_{i}, e_{j}\right)=1$; we now prove that this equality implies that $e^{01} \eta=e^{i j} \eta$. First observe that $e^{01} \eta$ and $e^{i j} \eta$ are unit-length positive spinors. In addition, according to Proposition $1.8(1), 1=-\left(e^{01 i j} \eta, \eta\right)=$ $\left(e^{01} \eta, e^{i j} \eta\right)$; therefore $e^{01} \eta=e^{i j} \eta$.

Moreover, taking into account that $\left\{e^{0 i} \eta\right\}_{i=1}^{7}$ is an orthonormal basis of $H$ we obtain:

$$
c^{-1}(\phi)=\frac{1}{4} \sum_{i=1}^{7}\left(\phi, e^{0 i} \eta\right) \alpha_{i}
$$

If $X=e_{0}, Y=e_{1}$ are orthonormal vectors, then $\alpha_{j}\left(e_{0}, e_{1}\right)=\left(e^{0 j}-i\left(e_{0}\right) i\left(e_{j}\right) \Omega\right)\left(e_{0}, e_{1}\right)=\delta_{j 1}$. Hence, $c^{-1} \phi\left(e_{0}, e_{1}\right)=\frac{1}{4}\left(\phi, e_{0} e_{1} \eta\right)$.

Finally, for dimensional reasons the Clifford product with $\eta$ must vanish on $\Lambda_{21}^{2} T^{*} M$.
Remark 1.12. These computations and others that we do in the sequel in terms of Cayley frames may be computed alternatively from a representation of $\mathrm{Cl}_{8}$.

The previous result enables us to find a formula for the intrinsic torsion:
Proposition 1.13. The intrinsic torsion is given by $\Gamma(X)=2 c^{-1} \nabla_{X} \eta$.
Proof. We also denote by $\nabla$ and $\nabla^{\prime}$ the induced connections on the spinor bundle. According to [54, p. 60]:

$$
\nabla_{X} \phi=\nabla_{X}^{\prime} \phi+\frac{1}{2} \Gamma(X) \phi
$$

where $\Gamma(X)$ acts on $\phi$ as a 2-form. The holonomy of the connection $\nabla^{\prime}$ is contained in $\operatorname{Spin}(7)$ and $\operatorname{Stab}\left(\eta_{p}\right)=\operatorname{Spin}(7)$; therefore $\nabla^{\prime} \eta=0$. Finally, if $X \in T M$ then $\nabla_{X} \eta \in H$ and $\Gamma(X) \in \Lambda_{7}^{2} T^{*} M$ thus, Lemma 1.11 shows that $\Gamma(X)=2 c^{-1} \nabla_{X} \eta$.

### 1.4 Classification of $\operatorname{Spin}(7)$ structures.

The classification of $\operatorname{Spin}(7)$ structures was obtained in [43, Theorem 5.3]. There it is proved that $\nabla \Omega \in \Gamma\left(T M^{*} \otimes \Lambda_{7}^{4} T^{*} M\right)$ and that $\Lambda^{1} \otimes \Lambda_{7}^{4}$ splits into two irreducible $\operatorname{Spin}(7)$ subspaces, described in terms of the isomorphism $\operatorname{Id} \otimes j: \Lambda^{1} \otimes \mathfrak{m} \rightarrow \Lambda^{1} \otimes \Lambda_{7}^{4}$ (see Section 1.2 .3 for the definition of $j$ ). Those are of course $(\operatorname{Id} \otimes j) \circ \Theta\left(\Lambda_{48}^{3}\right)$ and $(\operatorname{Id} \otimes j) \circ \Theta\left(\Lambda_{8}^{3}\right)$.

We also denote by $\mathrm{Id} \otimes j$ the induced map from $T^{*} M \otimes \Lambda_{7}^{2} T^{*} M$ to $T^{*} M \otimes \Lambda_{7}^{4} T^{*} M$ and we define $\mathcal{W}_{1}=(\operatorname{Id} \otimes j)\left(\chi_{1}\right)$ and $\mathcal{W}_{2}=(\operatorname{Id} \otimes j)\left(\chi_{2}\right)$, where $\chi_{j}$ are defined as in equation (1.7).

Moreover, it is straightforward to check that $\operatorname{Id} \otimes j(\Gamma)=\nabla \Omega$ and that $\operatorname{alt}(\nabla \Omega)=d \Omega$. These considerations allow us to describe the classification of $\operatorname{Spin}(7)$ structures in three different ways.

Definition 1.14. Let $\Gamma$ be the intrinsic torsion of the $\operatorname{Spin}(7)$ structure determined by $\Omega$. The type of the structure is given by the equivalent conditions:

|  | $\Gamma$ | $\nabla \Omega$ | $d \Omega$ |
| :--- | :---: | :---: | :---: |
| Parallel | 0 | 0 | 0 |
| Balanced | $\chi_{1}$ | $\mathcal{W}_{1}$ | $\star(d \Omega) \wedge \Omega=0$ |
| Locally conformally parallel | $\chi_{2}$ | $\mathcal{W}_{2}$ | $\theta \wedge \Omega, \quad \theta \in \Omega^{1}(M)$ |

In other case, the structure is said to be of mixed type.
Definition 1.15. The Lee form of $\Omega$ is the unique $\theta \in \Omega^{1}(M)$ such that the orthogonal projection to $\Omega_{8}^{5}(M)$ of $d \Omega$ is $\theta \wedge \Omega$.
Remark 1.16. According to Proposition 1.10 locally conformally parallel $\operatorname{Spin}(7)$ structures are the class of $\operatorname{Spin}(7)$ structures with vectorial torsion in the sense of [2]. In [2, Proposition 2.2] there is a characterization of compact manifolds with vectorial torsion and formulas for the Ricci tensor.
Remark 1.17. If the structure is locally conformally parallel then $d \theta=0$. Let $O$ be a contractible open set. Take a primitive $f$ of $-\left.\frac{1}{4} \theta\right|_{O}$ and define the metric $g^{\prime}=\left.e^{2 f} g\right|_{O}$. The associated $\operatorname{Spin}(7)$ structure is $\Omega^{\prime}=\left.e^{4 f} \Omega\right|_{O}$ and it satisfies $d \Omega^{\prime}=0$. Therefore, $\left.\Omega\right|_{O}$ is conformal to a parallel structure. This justifies the name.

We now focus on obtaining an alternative description in terms of spinors. For that purpose, decompose $\Gamma=\Gamma_{1}+\Gamma_{2}$ according to the splitting $\chi_{1} \oplus \chi_{2}$ and write $\Gamma_{2}(X)=$ $\frac{4}{7} \mathrm{p}_{7}^{2}\left(X^{*} \wedge V^{*}\right)$. Taking into account Proposition 1.10 and equation (1.6) we obtain:

1. $\kappa\left(\Gamma_{2}\right)=V^{*}$,
2. $\Xi\left(\Gamma_{2}\right)=\frac{4}{7} \sum_{i=0}^{7} e^{i} \wedge \mathrm{p}_{7}^{2}\left(e^{i} \wedge V^{*}\right)=\frac{1}{7} \sum_{i=0}^{7} e^{i} \wedge i\left(e_{i}\right) i(V) \Omega=\frac{3}{7} i(V) \Omega$.

Remark 1.18. Let $Z(V)=\{p \in M$ s.t $V(p)=0\}$. The open set $M-Z(V)$ has a $\mathrm{G}_{2}$ structure defined by $i(V /\|V\|) \Omega$.
Remark 1.19. We added a factor $\frac{4}{7}$ in order to avoid a constant in Theorem 1.20
We compute the action of the Dirac operator $D$ on the spinor $\eta$ that determines the $\operatorname{Spin}(7)$ structure.
Proposition 1.20. Let $\Omega$ be a $\operatorname{Spin}(7)$ structure determined by a spinor $\eta$. Let $\Gamma=\Gamma_{1}+\Gamma_{2}$ be its intrinsic torsion with $\Gamma_{2}(X)=\frac{4}{7} \mathrm{p}_{7}^{2}\left(X^{*} \wedge V^{*}\right)$. Then,

1. The map $\Lambda^{3} T^{*} M \rightarrow \Sigma(M)^{-}, \alpha \longmapsto \alpha \eta$ is $\operatorname{Spin}(7)$ equivariant and its kernel is $\Lambda_{48}^{3} T^{*} M$. Moreover, $(i(X) \Omega) \eta=7 X \eta$.
2. The action of the Dirac operator on $\eta$ is given by $D \eta=V \eta$.

Proof. The first statement is a consequence of Schur's Lemma. One can check the equality $i(X) \Omega \eta=7 X \eta$ by supposing that $X$ is unit-length and using a Cayley frame such that $X=e_{0}$.

For the second we compute in terms of a Cayley local frame $\left(e_{0}, \ldots, e_{7}\right)$,

$$
2 D \eta=\sum_{i=0}^{7} e_{i} \Gamma\left(e_{i}\right) \eta=\sum_{i=0}^{7}\left(e^{i} \wedge \Gamma\left(e_{i}\right)-i\left(e_{i}\right) \Gamma\left(e_{i}\right)\right) \eta=\Xi(\Gamma) \eta-\kappa(\Gamma) \eta=2 V \eta .
$$

We used Proposition 1.13 to obtain the first equality. For the last, we used the formulas (1) and (2) above; we also took into account that $\kappa\left(\Gamma_{1}\right)=0$ by Proposition 1.10, and that $\Xi\left(\Gamma_{1}\right) \eta=0$ by the first part of the proposition.

Theorem 1.21. The $\operatorname{Spin}(7)$ structure determined by a spinor $\eta$ is,

1. Parallel if $\nabla \eta=0$
2. Balanced if $D \eta=0$
3. Locally conformally parallel if there exists $V \in \mathfrak{X}(M)$ such that $\nabla_{X} \eta=\frac{2}{7}\left(X^{*} \wedge V^{*}\right) \eta$. In this case, $D \eta=V \eta$.
Proof. The equation for balanced structures follows from Proposition 1.20 and the equation for locally conformally parallel structures follows from Lemma 1.11 and Proposition 1.13.

### 1.5 Torsion forms of a $\operatorname{Spin}(7)$ structure

In this section we describe the torsion forms of a $\operatorname{Spin}(7)$ structure by means of the spinor that defines it. That is, we determine the projections of $\star d \Omega$ to the spaces $\Omega_{8}^{3}(M)$ and $\Omega_{48}^{3}(M)$. Note that the projection is given by $\mathrm{p}_{8}^{3}: \Omega^{3}(M) \rightarrow \Omega_{8}^{3}(M), \mathrm{p}_{8}^{3}(\beta)=-\frac{1}{7} \star(\star(\beta \wedge \Omega) \wedge \Omega)$.

For that purpose, denote by $D$ the Dirac operator on $\Sigma(M)$. Since $D \eta \in \Sigma(M)^{-}$, the isomorphism (1.1) ensures the existence of a unique vector field $V$ such that

$$
\begin{equation*}
D \eta=V \eta \tag{1.8}
\end{equation*}
$$

Then, the 3-form $\gamma_{8}(X, Y, Z)=(D \eta,(X \times Y \times Z) \eta)=(i(V) \Omega)(X, Y, Z)$ obviously lies in $\Omega_{8}^{3}(M)$.

Proposition 1.22. In terms of the previously defined notation,

$$
\star d \Omega=2\left(\gamma_{8}-12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)\right) .
$$

Proof. Taking into account that $\nabla$ is a metric connection on the spinor bundle and acts as a derivation for the Clifford product, we obtain:

$$
\begin{aligned}
\left(\nabla_{T} \Omega\right)(W, X, Y, Z) & =\frac{1}{2}\left(\left((-W X Y Z+W Z Y X) \nabla_{T} \eta, \eta\right)+\left((-W X Y Z+W Z Y X) \eta, \nabla_{T} \eta\right)\right) \\
& =\frac{1}{2}\left((-Z Y X W+X Y Z W-W X Y Z+W Z Y X) \eta, \nabla_{T} \eta\right) .
\end{aligned}
$$

Take orthonormal vectors $X, Y, Z$ and an orthonormal oriented basis ( $X_{0}, \ldots X_{7}$ ) such that $X_{0}=X, X_{1}=Y$ and $X_{2}=Z$. Then, using the previous equality and the fact that the basis is orthonormal:

$$
\begin{aligned}
\delta \Omega(X, Y, Z) & =-\sum_{i=3}^{7} \nabla_{X_{i}} \Omega\left(X_{i}, X, Y, Z\right)=-2 \sum_{i=3}^{7}\left(X Y Z \eta, X_{i} \nabla_{X_{i}} \eta\right) \\
& =-2(D \eta,(X \times Y \times Z) \eta)+2\left(X Y Z \eta, X \nabla_{X} \eta+Y \nabla_{Y} \eta+Z \nabla_{Z} \eta\right) \\
& =-2\left((D \eta,(X \times Y \times Z) \eta)-\left(Y Z \eta, \nabla_{X} \eta\right)+\left(X Z \eta, \nabla_{Y} \eta\right)-\left(X Y \eta, \nabla_{Z} \eta\right)\right) \\
& =-2\left((D \eta,(X \times Y \times Z) \eta)-12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)(X, Y, Z)\right) .
\end{aligned}
$$

The third equality follows from $\sum_{i=3}^{7} X_{i} \nabla_{X_{i}} \eta=D \eta-\sum_{i=1}^{3} X_{i} \nabla_{X_{i}} \eta$. Note that the coefficient 12 comes from the normalization of alt and the expression $c^{-1}\left(\nabla_{X} \eta\right)(X, Y)=\frac{1}{4}((X Y+$ $\left.g(X, Y)) \eta, \nabla_{X} \eta\right)$.

We decompose $\star d \Omega$ according to the splitting $\Omega^{3}(M)=\Omega_{8}^{3}(M) \oplus \Omega_{48}^{3}(M)$ :
Proposition 1.23. The 3 -form $\gamma_{48}=3 \gamma_{8}-84 \mathrm{alt}\left(c^{-1} \nabla \eta\right)$ lies in $\Omega_{48}^{3}(M)$ and

$$
\star d \Omega=\frac{2}{7} \gamma_{48}+\frac{8}{7} \gamma_{8} .
$$

Moreover, the Lee form is given by $\theta=\frac{8}{7} V^{*}$, where $V$ is defined as in the equation 1.8.
Proof. Take a unit-length vector $X$ and a Cayley frame $\left(e_{0}, e_{1}, \ldots, e_{7}\right)$ such that $X=e_{0}$. Then:

$$
\begin{aligned}
\left(\gamma_{8} \wedge \Omega\right)\left(e_{1}, \ldots, e_{7}\right)= & \left(D \eta,\left(e_{123}-e_{145}-e_{167}-e_{246}+e_{257}-e_{347}-e_{356}\right) \eta\right) \\
= & 7\left(D \eta, e_{0} \eta\right)=7 V^{*}(X), \\
\left(12 \operatorname{alt}\left(c^{-1} \nabla \eta\right) \wedge \Omega\right)\left(e_{1}, \ldots, e_{7}\right)= & \mathfrak{S}\left(\nabla_{e_{1}} \eta, e_{23} \eta\right)-\mathfrak{S}\left(\nabla_{e_{1}} \eta, e_{45} \eta\right)-\mathfrak{S}\left(\nabla_{e_{1}} \eta, e_{67} \eta\right) \\
& -\mathfrak{S}\left(\nabla_{e_{2}} \eta, e_{46} \eta\right)+\mathfrak{S}\left(\nabla_{e_{2}} \eta, e_{57} \eta\right)-\mathfrak{S}\left(\nabla_{e_{3}} \eta, e_{47} \eta\right) \\
& -\mathfrak{S}\left(\nabla_{e_{3}} \eta, e_{56} \eta\right)=3\left(D \eta, e_{0} \eta\right)=3 V^{*}(X) .
\end{aligned}
$$

We took into account formula 1.4 to determine the non-zero terms $\gamma_{8}\left(e_{i}, e_{j}, e_{k}\right) \Omega\left(e_{l}, e_{m}, e_{p}, e_{q}\right)$ that appear in $\gamma_{8} \wedge \Omega\left(e_{1}, \ldots, e_{7}\right)$. In the second computation, we denoted by $\mathfrak{S}$ the cyclic sums in the indices involved. To arrange the last term observe that each index appears 3 times and:

$$
\begin{aligned}
\mathfrak{S}\left(\nabla_{e_{1}} \eta, e_{23} \eta\right) & =\left(e_{1} \nabla_{e_{1}} \eta+e_{2} \nabla_{e_{2}} \eta+e_{3} \nabla_{e_{3}} \eta, e_{123} \eta\right)=\left(e_{1} \nabla_{e_{1}} \eta+e_{2} \nabla_{e_{2}} \eta+e_{3} \nabla_{e_{3}} \eta, e_{0} \eta\right) \\
-\mathfrak{S}\left(\nabla_{e_{1}} \eta, e_{45} \eta\right) & =\left(e_{1} \nabla_{e_{1}} \eta+e_{4} \nabla_{e_{4}} \eta+e_{5} \nabla_{e_{5}} \eta,-e_{145} \eta\right)=\left(e_{1} \nabla_{e_{1}} \eta+e_{4} \nabla_{e_{4}} \eta+e_{5} \nabla_{e_{5}} \eta, e_{0} \eta\right)
\end{aligned}
$$

and so on. We used that $e_{123} \eta=e_{0} \eta=-e_{145} \eta$ for the last equalities. This is deduced from the equality $e^{01} \eta=e^{23} \eta=-e^{45} \eta$, that we obtained in the proof of Proposition 1.11. Taking into account that Cayley frames are positively oriented, we obtain $\star\left(V^{*}\right)=\frac{1}{7}\left(\gamma_{8} \wedge \Omega\right)=$ 4 alt $\left(c^{-1} \nabla \eta\right)$, so that $\gamma_{48}$ lies in $\Omega_{48}^{3}(M)$. Finally, taking into account the formula for $\star d \Omega$ in Proposition 1.22 we get $\star d \Omega=\frac{2}{7} \gamma_{48}+\frac{8}{7} \gamma_{8}$.

To compute the Lee form we used that the projection of $d \Omega$ to $\Omega_{8}^{3}(M)$ is $-\frac{8}{7} \star \gamma_{8}$ and the formula $i(X) \Omega=\star\left(X^{*} \wedge \Omega\right)$, which can be checked by considering a Cayley frame and $X=e_{0}$.

### 1.6 The characteristic connection

The characteristic connection of a $\operatorname{Spin}(7)$ structure is a connection $\nabla^{c}$ with totally skewsymmetric torsion such that $\nabla^{c} \Omega=0$. The computations above allow us to prove the existence and uniqueness of the characteristic connection for manifolds with a Spin(7) structure. This is a well known result which appears in [69, Theorem 1.1]. Our proof is based on the argument of Theorem 3.1 in [55] and uses the notation of section 1.2.3.

Proposition 1.24. Given a $\operatorname{Spin}(7)$ structure, there exists a unique characteristic connection whose torsion $\mathrm{T} \in \Omega^{3}(M)$ is determined by the expression:

$$
\mathrm{T}=-\delta \Omega-\frac{7}{6} \star(\theta \wedge \Omega)
$$

Proof. A connection with skew-symmetric torsion $\mathrm{T} \in \Omega^{3}(M)$ is given by $\nabla_{X} Y+\frac{1}{2} \mathrm{~T}(X, Y, \cdot)^{\sharp}$, where $\mathrm{T}(X, Y, \cdot)^{\sharp}$ is the vector field such that $\left(\mathrm{T}(X, Y, \cdot)^{\sharp}\right)^{*}=\mathrm{T}(X, Y, \cdot)$. Thus, the lifting to the spinor bundle is $\nabla_{X} \phi+\frac{1}{4} i(X) \mathrm{T} \phi$.

Taking into account that the condition $\nabla^{c} \Omega=0$ is equivalent to $\nabla^{c} \eta=0$ and that the kernel of the Clifford product with $\eta$ on $\Lambda^{2} T^{*} M$ is $\Lambda_{21}^{2} T^{*} M$, we deduce that the set of characteristic connections is isomorphic to the set of 3 -forms $\mathrm{T} \in \Omega^{3}(M)$ such that

$$
-4 c^{-1} \nabla_{X} \eta=i(X) \mathrm{T} \eta=\mathrm{p}_{7}^{2}(i(X) \mathrm{T}) \eta, \quad \forall X \in \mathfrak{X}(M)
$$

The last equality may be rewritten as $-4 c^{-1} \nabla \eta=\Theta(\mathrm{T}) \eta$. From the definition of $\gamma_{48}$ given in Proposition 1.23 we obtain: $-4 \Xi\left(c^{-1} \nabla \eta\right)=-12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)=\frac{1}{7}\left(\gamma_{48}-3 \gamma_{8}\right)$. Finally, taking into account the eigenvalues of $\Xi \circ \Theta$, we deduce:

$$
\mathrm{T}=\frac{1}{7}\left(2 \gamma_{48}-\frac{4}{3} \gamma_{8}\right)=\star d \Omega-\frac{4}{3} \gamma_{8}=-\delta \Omega-\frac{7}{6} \star(\theta \wedge \Omega)
$$

To obtain the second equality we used the formula for $d \Omega$ from Lemma 1.23 . To check the last one, note that $\gamma_{8}=i(V) \Omega=\star\left(V^{*} \wedge \Omega\right)=\frac{7}{8} \star(\theta \wedge \Omega)$.

Remark 1.25. The $\operatorname{Spin}(7)$ structure is balanced if and only if $\mathrm{T} \in \Omega_{48}^{3}(M)$ and locally conformally parallel if and only if $\mathrm{T} \in \Omega_{8}^{3}(M)$.

Remark 1.26. The equation for balanced structures given in Theorem 1.21 is also deduced from [69, Theorem 9.1], which states that the $\operatorname{Spin}(7)$ structure determined by $\eta$ on a Riemannian manifold $(M, g)$ is balanced for the metric $e^{\frac{6}{7} f} g$ if and only if it satisfies the equations

$$
\begin{align*}
\nabla^{\mathrm{T}} \eta & =0,  \tag{1.9}\\
\left(d f-\frac{1}{2} \mathrm{~T}\right) \eta & =0, \tag{1.10}
\end{align*}
$$

where $\nabla^{\mathrm{T}}$ is the $g$-metric connection with totally skew-symmetric torsion T . That is, $\nabla^{\mathrm{T}} \phi=$ $\nabla_{X} \phi+\frac{1}{4} i(X) \mathrm{T} \phi$ for $\phi \in \Sigma(M)$. This connection has an associated Dirac operator, which is related to $D$ :

$$
D^{\mathrm{T}} \phi=\sum_{i=0}^{7} e_{i} \nabla_{e_{i}}^{T} \phi=D \phi+\frac{1}{4} \sum_{i=0}^{7} e_{i} \wedge\left(i\left(e_{i}\right) \mathrm{T}\right) \phi=D \phi+\frac{3}{4} \mathrm{~T} \phi .
$$

Assuming [69, Theorem 9.1], if we suppose that the structure is balanced for the metric $g$, equations (1.9) and 1.10 imply that $0=D^{\mathrm{T}} \eta=D \eta+\frac{3}{4} \mathrm{~T} \eta=D \eta$. Conversely if we suppose that $D \eta=0$ and we choose T the torsion of the characteristic connection, then $\nabla^{\mathrm{T}} \eta=0$ and $0=D^{\mathrm{T}} \eta=D \eta+\frac{3}{4} \mathrm{~T} \eta$, so that $\mathrm{T} \eta=0$. According to Proposition 1.20. $\mathrm{T} \in \Omega_{48}^{3}(M)$ so that structure is balanced.

## 1.7 $\mathrm{G}_{2}$ distributions

In this section we define the notion of a $\mathrm{G}_{2}$ distribution on a $\operatorname{Spin}(7)$ manifold in terms of spinors and we study the torsion of the structure with respect to a suitable connection on the distribution. Then we relate the $\operatorname{Spin}(7)$ structure of the ambient manifold with the $\mathrm{G}_{2}$ structure of the distribution. This approach enables us to study $\mathrm{G}_{2}$ structures on submanifolds of $\operatorname{Spin}(7)$ manifolds, $S^{1}$-principal fibre bundles over $\mathrm{G}_{2}$ manifolds and warped products of manifolds admitting a $\mathrm{G}_{2}$ structure with $\mathbb{R}$. Our analysis is very similar to the description of $\mathrm{G}_{2}$ structures from a spinorial viewpoint done in [1] , which we briefly recall.

A 7-dimensional Riemannian manifold $(Q, g)$ is equipped with a $\mathrm{G}_{2}$ structure if it is spin. Its spinor bundle admits a unit-length section $\eta$ because $\operatorname{rk}(\Sigma(Q))=8>7=\operatorname{dim}(Q)$. A cross product is constructed from the spinor and is determined by a 3 -form $\Psi$. Denote by $\nabla^{Q}$ both the Levi-Civita connection of the manifold and its lifting to the spinor bundle; an endomorphism $\mathcal{S}$ of $T Q$ is defined by the condition:

$$
\nabla_{X}^{Q} \eta=\mathcal{S}(X) \eta
$$

The intrinsic torsion is $-\frac{2}{3} i(\mathcal{S}) \Psi$ [1, Proposition 4.4], so that pure types of $\mathrm{G}_{2}$ structures are given by the $\mathrm{G}_{2}$ irreducible components of $\operatorname{End}(T Q)$. It is known that $\operatorname{End}\left(\mathbb{R}^{7}\right)=$ $\chi_{1} \oplus \chi_{2} \oplus \chi_{3} \oplus \chi_{4}$, where $\chi_{i}$ are irreducible $\mathrm{G}_{2}$ representations, defined by:

$$
\chi_{1}=\langle\mathrm{Id}\rangle, \quad \chi_{2}=\mathfrak{g}_{2}, \quad \chi_{3}=\operatorname{Sym}_{0}^{2}\left(\mathbb{R}^{7}\right), \quad \chi_{4}=\left\{A: \mathbb{R}^{7} \rightarrow \mathbb{R}^{7}: A(X)=X \times S, \quad S \in \mathbb{R}^{7}\right\},
$$

where $\operatorname{Sym}_{0}^{2}\left(\mathbb{R}^{7}\right)$ denotes the set of symmetric and traceless endomorphisms. The dimensions of the previous spaces are $1,14,27$ and 7 respectively.

Denote by $R_{Q}$ a $\mathrm{G}_{2}$ reduction of the $\mathrm{SO}(7)$ principal bundle $\mathrm{P}_{\mathrm{SO}}(Q)$ and define $\chi_{i}(Q)=$ $R_{Q} \times{ }_{\mathrm{G}_{2}} \chi_{i}$, then the pure classes of $\mathrm{G}_{2}$ structures are determined by the condition $\mathcal{S} \in \chi_{i}(Q)$. For instance, nearly parallel $\mathrm{G}_{2}$ structures satisfy $\mathcal{S} \in \chi_{1}(Q)$, almost parallel or calibrated are those with $\mathcal{S} \in \chi_{2}(Q)$, and locally conformally calibrated are such that $\mathcal{S} \in \chi_{4}(Q)$. Indeed in the nearly parallel case it holds that $\mathcal{S}(X)=\lambda_{0} X$ for some $\lambda_{0} \in \mathbb{R}$. Moreover mixed
classes are also relevant, for instance cocalibrated structures correspond to $\mathcal{S} \in \chi_{1}(Q) \oplus \chi_{3}(Q)$.
Taking this into account, we define $\mathrm{G}_{2}$ structures on distributions and characterise the existence of such structures.

Definition 1.27. Let $(M, g)$ be an oriented 8 -dimensional Riemannian manifold and let $\mathcal{D}$ be a cooriented distribution of codimension 1 . We say that $\mathcal{D}$ has a $G_{2}$ structure if the principal $\mathrm{SO}(7)$ bundle $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is spin and the spinor bundle $\Sigma(\mathcal{D})$ admits a unit-length section.

Remark 1.28. Let $\bar{\rho}: \mathrm{Cl}_{7} \rightarrow \operatorname{End}\left(\mathbb{R}^{8}\right)$ be irreducible representation of $\mathrm{Cl}_{7}$ with $\bar{\rho}\left(e_{1} \cdots e_{7}\right)=$ Id. If the bundle $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is spin, then $\Sigma(\mathcal{D})=\mathrm{P}_{\text {Spin }}(\mathcal{D}) \times{ }_{\bar{\rho}} \mathbb{R}^{8}$. This is a vector bundle over $M$, with $\operatorname{rk}(\Sigma(\mathcal{D}))=8$. Therefore, it is not automatic that the bundle $\Sigma(\mathcal{D}) \rightarrow M$ admits a unit-length section.

Lemma 1.29. Let $(M, g)$ be an oriented 8-dimensional Riemannian manifold and let $\mathcal{D}$ be a cooriented distribution of codimension 1. Take a unit-length vector field $N$ perpendicular to $\mathcal{D}$ such that $T M=\langle N\rangle \oplus \mathcal{D}$ as oriented bundles. The manifold $M$ is spin if and only if the bundle $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is spin. In this case, the spinor bundles are related by $\Sigma(\mathcal{D})=\Sigma(M)^{+}$ and it holds

$$
\begin{equation*}
X \cdot \mathcal{D} \phi=N X \phi, \text { if } X \in \mathcal{D}, \quad \phi \in \Sigma(\mathcal{D}) \tag{1.11}
\end{equation*}
$$

where we suppressed the symbol $\cdot_{M}$ to denote the Clifford product on $M$.
Therefore $M$ has a $\operatorname{Spin}(7)$ structure if and only if $\mathcal{D}$ has a $\mathrm{G}_{2}$ structure.
Proof. The bundle $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is a reduction of $\mathrm{P}_{\mathrm{SO}}(M)$ because of the inclusion:

$$
i: \mathrm{P}_{\mathrm{SO}}(\mathcal{D}) \rightarrow \mathrm{P}_{\mathrm{SO}}(M), \quad\left(X_{1}, \ldots, X_{7}\right) \rightarrow\left(N, X_{1}, \ldots, X_{7}\right)
$$

Suppose that $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ is spin and denote the spin bundle by $\pi_{\mathcal{D}}: \mathrm{P}_{\mathrm{Spin}}(\mathcal{D}) \rightarrow \mathrm{P}_{\mathrm{SO}}(\mathcal{D})$. Then, we define the principal $\operatorname{Spin}(8)$ bundle $\mathrm{P}_{\text {Spin }}(M)=\mathrm{P}_{\text {Spin }}(\mathcal{D}) \times_{\operatorname{Spin}(7)} \operatorname{Spin}(8)$ and the map:

$$
\pi_{M}: \mathrm{P}_{\mathrm{Spin}}(M) \rightarrow \mathrm{P}_{\mathrm{SO}}(M), \quad[\tilde{F}, \tilde{\varphi}] \rightarrow \operatorname{Ad}(\tilde{\varphi})\left(i\left(\pi_{\mathcal{D}}(\tilde{F})\right)\right)
$$

which is a double covering and Ad-equivariant. Therefore, $M$ is spin. Conversely, if $M$ is spin then the pullback $i^{*}\left(\mathrm{P}_{\text {Spin }}(M)\right)$ is the spin bundle of $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$.

Moreover, the irreducible 8 -dimensional representation of $\mathrm{Cl}_{7}$ which maps the volume form to the identity is constructed from the composition

$$
\mathrm{Cl}_{7} \rightarrow \mathrm{Cl}_{8}^{0} \xrightarrow{\rho} \mathrm{Gl}\left(\Delta^{+}\right)
$$

where the first map is induced by the embedding $\mathbb{R}^{7} \rightarrow \mathrm{Cl}_{8}^{0}, v \rightarrow e_{0} v$, and $\left(e_{0}, \ldots, e_{7}\right)$ denotes the canonical basis of $\mathbb{R}^{8}$.

Therefore, the spinor bundle $\Sigma(\mathcal{D})$ coincides with $\Sigma(M)^{+}$and Clifford products of vectors and spinors are related by the formula (1.11).

From now on we assume that the manifold $(M, g)$ has a $\operatorname{Spin}(7)$ structure $\Omega$, constructed from a unit-length section $\eta$ of the spinor bundle $\Sigma(M)^{+}$, as in Proposition 1.8. We now equip $M$ with a distribution $\mathcal{D}$ as in Lemma 1.29 . We denote by $\Omega^{k}(\mathcal{D})$ the space of smooth sections of $\Lambda^{k} \mathcal{D}^{*}$.
Remarks 1.30. In this situation we observe:

1. If $\beta \in \Omega^{2 k}(\mathcal{D})$ and $\phi \in \Sigma(\mathcal{D})$ then $\beta \cdot \mathcal{D} \phi=\beta \phi$.
2. There is an orthogonal decomposition $\Sigma(\mathcal{D})=\langle\eta\rangle \oplus(\mathcal{D} \cdot \mathcal{D} \eta)$.
3. The section $\eta$ defines a cross product on $\mathcal{D}$ by means of:

$$
(X \times Y) \eta=\left(X^{*} \wedge Y^{*}\right) \eta=(X Y+g(X, Y)) \eta
$$

which is determined by $\Psi_{\mathcal{D}}(X, Y, Z)=(X \eta,(Y \times Z) \eta)=-(\eta, X Y Z \eta)$.
4. The cross product is determined by $\Psi_{\mathcal{D}}=i(N) \Omega$. Therefore, taking into account that $\star \Omega=\Omega$ we obtain $\Omega=N^{*} \wedge \Psi_{\mathcal{D}}+\star_{\mathcal{D}} \Psi_{\mathcal{D}}$.

We now equip $\mathcal{D}$ with a suitable connection $\nabla^{\mathcal{D}}$, the projection of covariant derivative of the ambient manifold $\nabla^{M}$ to $\mathcal{D}$. That is,

Definition 1.31. The covariant derivative $\nabla^{\mathcal{D}}$ of $\mathcal{D}$ is determined by the expression:

$$
\nabla_{X}^{M} Y=\nabla_{X}^{\mathcal{D}} Y+g(\mathcal{T}(X), Y) N, \quad X, Y \in \mathcal{D}
$$

where $\mathcal{T} \in \operatorname{End}(\mathcal{D})$ is given by: $2 g(\mathcal{T}(X), Y)=-N(g(X, Y))-g([X, N], Y)-g([Y, N], X)+$ $g([X, Y], N)$.

The definition of $\mathcal{T}$ follows from the Koszul formulas. We decompose $\mathcal{T}$ into its symmetric and skew-symmetric parts, which we call $\mathcal{W}$ and $\mathcal{L}$ respectively. Of course,

$$
\begin{align*}
g(\mathcal{W}(X), Y) & =\frac{1}{2}(N(g(X, Y))-g([X, N], Y)-g([Y, N], X))  \tag{1.12}\\
g(\mathcal{L}(X), Y) & =\frac{1}{2} g([X, Y], N)=-\frac{1}{2} d N^{*}(X, Y) \tag{1.13}
\end{align*}
$$

The connection $\nabla^{\mathcal{D}}$ is a metric connection and the tensor $\mathcal{L}=-\frac{1}{2} d N^{*}$ measures the lack of integrability of the distribution.

We also denote by $\nabla^{\mathcal{D}}$ the lift of this connection to the spinor bundle $\Sigma(\mathcal{D})$. This is a metric connection with respect to $(\cdot, \cdot)$ and behaves as a derivation with respect to the Clifford product. Hence $\nabla^{\mathcal{D}} \eta \in\langle\eta\rangle^{\perp}$, and there is an endomorphism of $\mathcal{D}$ that we denote by $\mathcal{S}_{\mathcal{D}}$ such that $\nabla_{X}^{\mathcal{D}} \eta=\mathcal{S}_{\mathcal{D}}(X) \eta$. Let us define $\chi_{i}(\mathcal{D})=R_{\mathcal{D}} \times \chi_{i}$, where $R_{\mathcal{D}}$ is the $\mathrm{G}_{2}$ reduction of $\mathrm{P}_{\mathrm{SO}}(\mathcal{D})$ determined by $\Psi_{\mathcal{D}}$; there is a splitting of $\operatorname{End}(\mathcal{D})$ and we decompose $\mathcal{S}$ according to it:

$$
\mathcal{S}_{\mathcal{D}}(X)=\lambda \operatorname{Id}+S_{2}+S_{3}+S_{4}
$$

where $\lambda \in C^{\infty}(M), S_{2} \in \chi_{2}(\mathcal{D}), S_{3} \in \chi_{3}(\mathcal{D}), S_{4} \in \chi_{4}(\mathcal{D})$. We let $S \in \mathfrak{X}(\mathcal{D})$ be such that $S_{4}(X)=X \times S$.

We relate these components with the $\operatorname{Spin}(7)$ structure defined on $M$ :
Lemma 1.32. The covariant derivative $\nabla^{M}$ at $\Sigma(M)^{+}$in the direction of $\mathcal{D}$ is $\nabla_{X}^{M} \phi=$ $\nabla_{X}^{D} \phi-\frac{1}{2} N T(X) \phi$. In particular, define $\mathcal{A}=\mathcal{S}_{\mathcal{D}}-\frac{1}{2} \mathcal{T}$; then,

$$
\begin{equation*}
\nabla_{X}^{M} \eta=N \mathcal{A}(X) \eta \tag{1.14}
\end{equation*}
$$

Proof. Let $\phi \in \Sigma(M)^{+}$be a spinor. Let $F=\left(X_{0}, X_{1}, \ldots, X_{7}\right)$ be a local orthonormal frame with $X_{0}=N$ and $X_{1}, \ldots, X_{7} \in \mathcal{D}$, denote by $\tilde{F}$ its lifting to $\mathrm{P}_{\text {Spin }}(M)$ and write $\phi(p)=[\tilde{F}, s(p)]$. According to [54, p. 60], if $X \in \mathcal{D}$ then,

$$
\nabla_{X}^{M} \phi=\left[\tilde{F}, d s_{p}(X)\right]+\frac{1}{2} \sum_{0 \leq i<j \leq 7} g\left(\nabla_{X}^{M} X_{i}, X_{j}\right) X_{i} X_{j} \phi
$$

Taking into account Definition 1.31 we obtain the equalities $g\left(\nabla_{X}^{M} X_{i}, X_{j}\right)=g\left(\nabla_{X}^{\mathcal{D}} X_{i}, X_{j}\right)$ for $1 \leq i<j \leq 7$, and $g\left(\nabla_{X}^{M} N, X_{j}\right)=-g\left(N, \nabla_{X}^{M} X_{j}\right)=-g\left(\mathcal{T}(X), X_{j}\right)$. Therefore,

$$
\nabla_{X}^{M} \eta=\left[\tilde{F}, d s_{p}(X)\right]+\frac{1}{2} \sum_{1 \leq i<j \leq 7} g\left(\nabla_{X}^{\mathcal{D}} X_{i}, X_{j}\right) X_{i} X_{j} \phi-\frac{1}{2} \sum_{j=1}^{7} g\left(\mathcal{T}(X), X_{j}\right) N X_{j} \phi
$$

The formula for the covariant derivative in [54, p. 60] allows to conclude that the first two summands correspond to $\nabla_{X}^{\mathcal{D}} \phi$ under identification provided in Lemma 1.29 . In addition, the last summand is equal to $-\frac{1}{2} N T(X) \phi$. The second statement follows from the equality $\nabla_{X}^{\mathcal{D}} \eta=\mathcal{S}_{\mathcal{D}}(X) \eta$ for $X \in \mathcal{D}$.

We decompose $\mathcal{L}$ and $\mathcal{W}$ according to the splitting of $\operatorname{End}(\mathcal{D})$ into irreducible parts and then we decompose $\mathcal{A}$ :

1. $\mathcal{L}=L_{2}+L_{4}$, where $L_{2} \in \chi_{2}(\mathcal{D}), L_{4} \in \chi_{4}(\mathcal{D})$ and let $L \in \mathfrak{X}(\mathcal{D})$ such that $L_{4}(X)=X \times L$.
2. $\mathcal{W}=h \operatorname{Id}+W_{3}$, where $h \in C^{\infty}(M), W_{3} \in \chi_{3}(\mathcal{D})$.
3. $\mathcal{A}=\mu \mathrm{Id}+A_{2}+A_{3}+A_{4}$, where $\mu=\lambda-\frac{h}{2}, A_{2}=S_{2}-\frac{1}{2} L_{2}, A_{3}=S_{3}-\frac{1}{2} W_{3}, A_{4}=S_{4}-\frac{1}{2} L_{4}$. We also denote $A=S-\frac{1}{2} L$.
We compute $\star d \Omega$ in terms of the previous endomorphisms and $\nabla_{N}^{\mathcal{D}} \eta$. Our first lemma is deduced from [1, Theorems 4.6, 4.8].
Lemma 1.33. Let $\left(X_{1}, \ldots, X_{7}\right)$ be an orthonormal local frame of $\mathcal{D}$. Then

$$
\sum_{i=1}^{7} X_{i} \mathcal{A}\left(X_{i}\right) \eta=-7 \mu \eta-6 N A \eta
$$

Proof. We split the endomorphism $\mathcal{A}$ into its $\mathrm{G}_{2}$ irreducible components and then compute each term separately. It is obvious that $\sum_{i=1}^{7} X_{i} \mu X_{i} \eta=-7 \mu \eta$. Moreover,

$$
\sum_{i=1}^{7} X_{i}\left(X_{i} \times A\right) \eta=\sum_{i=1}^{7} X_{i}\left(X_{i} N A+g\left(X_{i}, A\right) N\right) \eta=-6 N A
$$

Finally consider the $\mathrm{G}_{2}$-equivariant map, $m: \mathcal{D} \otimes \mathcal{D} \rightarrow \Sigma(\mathcal{D}), m(X, Y)=X Y \eta$. For dimensional reasons, its kernel must be $\chi_{2}(\mathcal{D}) \oplus \chi_{3}(\mathcal{D})$. If $k \in\{2,3\}$, then:

$$
\sum_{i=1}^{7} X_{i} A_{k}\left(X_{i}\right) \eta=m\left(\sum_{i=1}^{7}\left(A_{k}\right)_{i j} X_{i} X_{j}\right)=0
$$

where we denote by $\left(A_{k}\right)_{i j}$ the entries of the matrix $A_{k}$ with respect to the basis $\left(X_{1}, \ldots, X_{7}\right)$.

## Remarks 1.34.

1. Since $\nabla_{N}^{M} \eta$ is perpendicular to $\eta$, there exists $U \in \mathfrak{X}(\mathcal{D})$ such that $\nabla_{N}^{M} \eta=-N U \eta$. In order to compute $\nabla_{N}^{M} \eta$ we may take $F=\left(X_{0}, X_{1}, \ldots, X_{7}\right)$ a local orthonormal frame of $M$ such that $N=X_{0}$, a lifting $\tilde{F} \in \mathrm{P}_{\text {Spin }}(M)$ and write $\eta(p)=[\tilde{F}, s(p)]$. According to [54, p. 60],

$$
\begin{align*}
\nabla_{X_{0}}^{M} \eta & =\left[\tilde{F}, d s\left(X_{0}\right)\right]+\frac{1}{2} \sum_{0 \leq i<j \leq 7} g\left(\nabla_{X_{0}} X_{i}, X_{j}\right) X_{i} X_{j} \eta  \tag{1.15}\\
& =\left[\tilde{F}, d s\left(X_{0}\right)\right]+\frac{1}{2}\left(X_{0} \nabla_{X_{0}} X_{0}+\sum_{1 \leq i<j \leq 7} g\left(\nabla_{X_{0}} X_{i}, X_{j}\right) X_{i} X_{j}\right) \eta \tag{1.16}
\end{align*}
$$

Therefore, $U$ depends on the local information of the section and $\nabla_{X_{0}} X_{i}$.
2. From item (1) of this remark, equation (1.14) and Lemma 1.33, the Dirac operator of $M$ is

$$
D^{M} \eta=U \eta+\sum_{i=1}^{7} X_{i} N \mathcal{A}\left(X_{i}\right) \eta=(U-6 A+7 \mu N) \eta
$$

Lemma 1.35. Define the forms $\beta_{2} \in \Omega^{2}(\mathcal{D})$ and $\beta_{3} \in \Omega^{3}(\mathcal{D})$ by:

$$
\beta_{2}(X, Y)=g\left(A_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(A_{3}(\cdot)\right) \Psi_{\mathcal{D}}\right)(X, Y, Z)
$$

Then

$$
\begin{aligned}
& \text { 1. } N^{*} \wedge i(N)\left(12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)\right)=i(U-2 A)\left(N^{*} \wedge \Psi_{\mathcal{D}}\right)-2 N^{*} \wedge \beta_{2} \\
& \text { 2. }\left.12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)\right|_{\mathcal{D}}=3 i \mu \Psi_{\mathcal{D}}-3 i(A)\left(\star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)+3 \beta_{3}
\end{aligned}
$$

Proof. The first equality is a consequence of the symmetric or the skew-symmetric property of each factor; if $X, Y \in \mathcal{D}$ then:

$$
\begin{aligned}
12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)(N, X, Y) & =-(X Y \eta, N U \eta)-(N Y \eta, N \mathcal{A}(X) \eta)+(N X \eta, N \mathcal{A}(Y) \eta) \\
& =-i(U) \Psi_{\mathcal{D}}(X, Y)-2\left(Y \eta,\left(A_{2}(X)+X \times A\right) \eta\right) \\
& =\left(i(U-2 A)\left(N^{*} \wedge \Psi_{\mathcal{D}}\right)-2 N^{*} \wedge \beta_{2}\right)(N, X, Y)
\end{aligned}
$$

Observe that we used equation (1.14) to compute $\nabla_{X} \eta$ and $\nabla_{Y} \eta$. To check the second one, first note that according to Lemma 1.11 and equation 1.14 , if $X, Y, Z \in \mathcal{D}$ then:

$$
\begin{aligned}
4\left(c^{-1} \nabla \eta\right)(X, Y, Z) & =(N \mathcal{A}(X) \eta, Y Z \eta)=-(Y Z \mathcal{A}(X) \eta, N \eta)=\Omega(N, Y, Z, \mathcal{A}(X)) \\
& =\Psi_{\mathcal{D}}(\mathcal{A}(X), Y, Z)
\end{aligned}
$$

Observe that the third equality is deduced from Porposition 1.8 by taking into account that $0=g(Y, \mathcal{A}(X))(Z \eta, N \eta)=g(Z, \mathcal{A}(X))(Y \eta, N \eta)=g(Y, Z)(\mathcal{A}(X) \eta, N \eta)$.

Thus, $\left.12 \operatorname{alt}\left(c^{-1} \nabla \eta\right)\right|_{\mathcal{D}}=3 \operatorname{alt}\left(i(\mathcal{A}(\cdot)) \Psi_{\mathcal{D}}\right)$. We compute each term in the decomposition of $\mathcal{A}$ separately. It is clear that $3 \operatorname{alt}\left(i(\mu \mathrm{Id}) \Psi_{\mathcal{D}}\right)(X, Y, Z)=3 \mu \Psi_{\mathcal{D}}(X, Y, Z)$ and $3 \operatorname{alt}\left(i\left(A_{3}(\cdot)\right) \Psi_{\mathcal{D}}\right)=3 \beta_{3}$. Moreover, the equality alt $\left(i\left(A_{2}(\cdot)\right) \Psi_{\mathcal{D}}\right)=0$ follows from the fact that $A_{2} \in \chi_{2}(\mathcal{D})$. Finally, if $X, Y$ and $Z$ are orthonormal vectors in $T \mathcal{D}$, then:

$$
i\left(A_{4}(X)\right) \Psi_{\mathcal{D}}(Y, Z)=((X \times A) \eta,(Y \times Z) \eta)=(X A \eta, Y Z \eta)=-(A \eta,(X \times Y \times Z) \eta)
$$

Therefore, $3 \operatorname{alt}\left(i\left(A_{4}(\cdot)\right) \Psi_{\mathcal{D}}\right)(X, Y, Z)=-3(A \eta,(X \times Y \times Z) \eta)=i(A)\left(\star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)(X, Y, Z)$.
From Lemmas 1.33 and 1.35 and the decomposition of $\star d \Omega$ obtained in Proposition 1.23 we conclude:

Proposition 1.36. Let $U \in \mathfrak{X}(\mathcal{D})$ such that $\nabla_{N}^{M} \eta=-N U \eta$ and define the forms $\beta_{2} \in \Omega^{2}(\mathcal{D})$ and $\beta_{3} \in \Omega^{3}(\mathcal{D})$ by:

$$
\beta_{2}(X, Y)=g\left(A_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(A_{3}(\cdot)\right) \Psi_{\mathcal{D}}\right)(X, Y, Z)
$$

Then, the pure components of $\star d \Omega$ in terms of the $\mathrm{G}_{2}$ structure are:

$$
\begin{aligned}
(\star d \Omega)_{48} & =\frac{2}{7}\left(-4 i(A+U) N^{*} \wedge \Psi_{\mathcal{D}}+3 i(A+U) \star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)+4 N^{*} \wedge \beta_{2}-6 \beta_{3} \\
(\star d \Omega)_{8} & =\frac{8}{7} i(U-6 A+7 \mu N)\left(N^{*} \wedge \Psi_{\mathcal{D}}+\star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)
\end{aligned}
$$

Proof. We first compute $\gamma_{8}$ and $\gamma_{48}$. First recall that $\gamma_{8}=i(V) \Omega$ with $D \eta=V \eta$. In order to compute $D \eta$ we consider a local orthonormal frame ( $X_{0}, X_{1}, \ldots, X_{7}$ ), with $X_{0}=N$. Then, according to Lemma 1.33 and Remark 1.38, we obtain:

$$
D \eta=(U-7 \mu N+6 A) \eta .
$$

Thus $\gamma_{8}=i(U-7 \mu N+6 A) \Omega=-7 \mu \Psi_{\mathcal{D}}+i(U+6 A)\left(N^{*} \wedge \Psi_{\mathcal{D}}+\star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)$. In addition, $\gamma_{48}=3 \gamma_{8}-84 \operatorname{alt}\left(c^{-1} \nabla \eta\right)$; the previous computation and Lemma 1.35 allow us to obtain:

$$
\gamma_{48}=\left(-4 i(A+U) N^{*} \wedge \Psi+3 i(A+U) \star_{\mathcal{D}} \Psi_{\mathcal{D}}\right)+4 N^{*} \wedge \beta_{2}-6 \beta_{3} .
$$

Note that the terms $-21 \mu \Psi_{\mathcal{D}}$ of $3 \gamma_{8}$ and $21 \mu \Psi_{\mathcal{D}}$ of 84 alt $\left.(c)^{-1} \nabla \eta\right|_{\mathcal{D}}$ cancel one to each other. The conclusion follows from Proposition 1.23

### 1.7.1 Hypersurfaces

Consider an 8 -dimensional $\operatorname{Spin}(7)$ manifold $(M, g)$, whose $\operatorname{Spin}(7)$ form is constructed from a unit-length section $\eta$ of the spinor bundle $\Sigma(M)^{+}$, as in Proposition 1.8 . Let $Q$ be an oriented hypersurface and take a unit-length vector field $N$ such that $T M=\langle N\rangle \oplus T Q$ as oriented vector bundles.

The tubular neighbourhood theorem guarantees the existence of a cooriented distribution $\mathcal{D}$ defined on a neighbourhood $O$ of $Q$ such that $\left.\mathcal{D}\right|_{Q}=T Q$. The coorientation is determined by a unit-length extension of the normal vector field that we also denote by $N$. Both $\mathcal{D}$ and $Q$ have $\mathrm{G}_{2}$ structures determined by the spinor $\eta$; we relate them by using Proposition 1.36 in the manifold $O$.

According to Definition 1.31 , the Levi-Civita connection of the hypersurface $Q$ is $\left.\nabla^{\mathcal{D}}\right|_{Q}$. Moreover, $\left.\mathcal{L}\right|_{Q}=0$ and $\left.\mathcal{W}\right|_{Q}$ is the Weingarten operator. Therefore, the restriction of $\mathcal{S}_{\mathcal{D}}$ at $Q$ is the endomorphism $\mathcal{S}$ of the submanifold $Q$. Decompose $\left.\mathcal{S}\right|_{Q}$ and $\left.\mathcal{W}\right|_{Q}$ with respect to the $\mathrm{G}_{2}$ splitting of $\operatorname{End}(T Q)$ :

1. $\mathcal{S}=\lambda \mathrm{Id}+S_{2}+S_{3}+S_{4}$
2. $\left.\mathcal{W}\right|_{Q}=H \operatorname{Id}+W_{3}$,
where $\lambda \in C^{\infty}(M), S_{2} \in \chi_{2}(Q), S_{3}, W_{3} \in \chi_{3}(Q), S_{4} \in \chi_{4}(Q)$ and $H \in C^{\infty}(Q)$ is the mean curvature. We also denote by $S$ the vector field on $Q$ such that $S_{4}(X)=X \times S$.

Corollary 1.37. Let $U \in \mathfrak{X}(Q)$ such that $\left.\nabla_{N}^{M} \eta\right|_{Q}=-N U \eta$ and $\Psi_{Q}=i(N) \Omega$. Define the forms $\beta_{2} \in \Omega^{2}(Q)$ and $\beta_{3} \in \Omega^{3}(Q)$ by:

$$
\beta_{2}(X, Y)=g\left(S_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(\left(S_{3}-\frac{1}{2} W_{3}\right)(\cdot)\right) \Psi_{\mathcal{D}}\right)(X, Y, Z) .
$$

Then, the pure components of $\star d \Omega$ in terms of the $\mathrm{G}_{2}$ structure are:

$$
\begin{aligned}
(\star d \Omega)_{48} & =\frac{2}{7}\left(-4 i(S+U) N^{*} \wedge \Psi_{Q}+3 i(S+U) \star_{Q} \Psi_{Q}\right)+4 N^{*} \wedge i^{*} \beta_{2}-6 \beta_{3}, \\
(\star d \Omega)_{8} & =\frac{8}{7} i\left(U-6 S+7\left(\lambda-\frac{1}{2} H\right) N\right)\left(N^{*} \wedge \Psi_{Q}+\star_{Q} \Psi_{Q}\right) .
\end{aligned}
$$

Remark 1.38. Note that the condition $\left.\nabla_{N} \eta\right|_{Q}=-N U \eta$ does not depend on the extension of the vectors. Moreover, we usually compute $U$ taking into account equation (1.15). Note that it depends on the values of the spinor in the direction of $N$.

Therefore, the $\operatorname{Spin}(7)$ type of the ambient manifold provides relations between the $\mathrm{G}_{2}$ type of the hypersurface, the vector $U$ and the Weingarten operator. Before stating the result, we recall that a hypersurface is said to be totally geodesic if $\mathcal{W}=0$, totally umbilic if $W_{3}=0$ and minimal if $H=0$.

Theorem 1.39. Let $(M, g)$ be a Riemannian manifold endowed with a $\operatorname{Spin}(7)$ structure determined by a spinor $\eta$. Let $Q$ be an oriented hypersurface with normal vector $N$ and let $U \in \mathfrak{X}(Q)$ be such that $\left.\nabla_{N} \eta\right|_{Q}=-N U \eta$.

1. If $M$ has a parallel $\operatorname{Spin}(7)$ structure, then $Q$ has a cocalibrated $\mathrm{G}_{2}$ structure. Moreover,
1.1 $\mathcal{S}=0$ if and only if $Q$ is totally geodesic.
1.2 $\mathcal{S} \in \chi_{1}(Q)$ if and only if $Q$ is totally umbilic.
$1.3 \mathcal{S} \in \chi_{3}(Q)$ if and only if $Q$ is a minimal hypersurface.
2. If $M$ has a locally conformally parallel $\operatorname{Spin}(7)$ structure, then $\mathcal{S} \in \chi_{1}(Q) \oplus \chi_{3}(Q) \oplus$ $\chi_{4}(Q)$. Indeed,
2.1 $\mathcal{S} \in \chi_{1}(Q)$ if and only if $U=0$ and $Q$ is totally umbilic.
2.2 $\mathcal{S} \in \chi_{1}(Q) \oplus \chi_{4}(Q)$ if and only if $Q$ is totally umbilic.
3. If $M$ has a balanced $\operatorname{Spin}(7)$ structure, then:
3.1 $\mathcal{S} \in \chi_{2}(Q) \oplus \chi_{3}(Q)$ if and only if $U=0$ and $Q$ is a minimal hypersurface.
3.2 $\mathcal{S} \in \chi_{1}(Q) \oplus \chi_{2}(Q) \oplus \chi_{3}(Q)$ if and only if $U=0$.
$3.3 \mathcal{S} \in \chi_{2}(Q) \oplus \chi_{3}(Q) \oplus \chi_{4}(Q)$ if and only if $Q$ is a minimal hypersurface.
Proof. The parallel case follows from the equalities $U=S=0, S_{2}=0,2 \lambda=H$ and $2 S_{3}=W_{3}$. The locally conformally parallel case follows from the equalities $U=-S, S_{2}=0$ and $2 S_{3}=W_{3}$, which imply that $S \in \chi_{1}(Q) \oplus \chi_{3}(Q) \oplus \chi_{4}(Q)$. Finally the balanced case follows from $U=6 S$ and $2 \lambda=H$.

### 1.7.2 Principal bundles over a $\mathrm{G}_{2}$ manifold

Let $Q$ be a $\mathrm{G}_{2}$ manifold and let $\pi: M \rightarrow Q$ be a $G=\mathbb{R}$ or $G=S^{1}$ principal bundle over $Q$; identify its Lie algebra $\mathfrak{g}$ with $\mathbb{R}$.

Define the vertical field $N(p)=\left.\frac{d}{d t}\right|_{t=0}(p \exp (t))$. A connection $\omega: T M \rightarrow \mathfrak{g}$ defines a horizontal distribution $\mathcal{H}$. Consider the metric on $M$ such that:

1. The map $d \pi: \mathcal{H}_{p} \rightarrow T_{\pi(p)} Q$ is an isometry.
2. The vector $N(p)$ has unit-lenght and it is perpendicular to $\mathcal{H}_{p}$.

The projection $d \pi$ induces a map $p: \mathrm{P}_{\mathrm{SO}}(\mathcal{H}) \rightarrow \mathrm{P}_{\mathrm{SO}}(Q)$ so that the pullback to $\mathrm{P}_{\text {Spin }}(Q)$ defines a spin structure $\mathrm{P}_{\text {Spin }}(\mathcal{H})$ over $\mathrm{P}_{\mathrm{SO}}(\mathcal{H})$. The map $\tilde{p}: \mathrm{P}_{\mathrm{Spin}}(\mathcal{H}) \rightarrow \mathrm{P}_{\mathrm{Spin}}(Q)$, which is canonically defined, has the property that $\tilde{p}(\tilde{\varphi} \tilde{F})=\tilde{\varphi} \tilde{p}(\tilde{F})$ if $\tilde{\varphi} \in \operatorname{Spin}(8)$, inducing a map between the spinor bundles, which we call $\bar{p}$. Note that this map yields isomorphisms $\Sigma(\mathcal{H})_{p} \rightarrow \Sigma(Q)_{\pi(p)}$. Moreover, let $X \in T Q$ and denote by $X^{h}$ its horizontal lift, then $\bar{p}\left(X^{h} \cdot \mathcal{H} \phi\right)=X \bar{p}(\phi)$. Therefore, from a section $\bar{\eta}: Q \rightarrow \Sigma(Q)$ we define a section $\eta: M \rightarrow$ $\Sigma(\mathcal{H})$ by means of the expression $\bar{p}(\eta)=\bar{\eta}$. If we denote by $\Psi_{Q}$ the $\mathrm{G}_{2}$ form on $Q$, then $\Psi_{\mathcal{D}}=\pi^{*} \Psi_{Q}$.

Furthermore, one can check that $\nabla_{X^{h}}^{\mathcal{H}} Y^{h}=\left(\nabla_{X}^{Q} Y\right)^{h}$. Let $\mathcal{S} \in \operatorname{End}(Q)$ be such that $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \bar{\eta}$, then endomorphism $\mathcal{S}_{\mathcal{D}}$ of the distribution is the lift of $\mathcal{S}$, that is:

$$
\nabla_{X^{h}}^{\mathcal{H}} \eta=\mathcal{S}(X)^{h} \eta .
$$

Therefore the distribution $\mathcal{H}$ and the manifold $Q$ have the same type of $\mathrm{G}_{2}$ structure. In order to classify the $\operatorname{Spin}(7)$ structure on $M$, denote the curvature of the connection $\omega$ by:

$$
\mathfrak{L}(X, Y)=\left[X^{h}, Y^{h}\right]-[X, Y]^{h} \in\langle N\rangle, \quad X, Y \in T Q
$$

Since $\mathfrak{L}(X, Y) \in\langle N\rangle$, we also denote by $\mathfrak{L}$ the 2 -form $g(\mathfrak{L}(X, Y), N)$. As a skew-symmetric endomorphism, we decompose $\mathfrak{L}=\bar{L}_{2}+\bar{L}_{4}$ where $\bar{L}_{4}(X)=X \times \bar{L}$ for some vector field $\bar{L} \in \mathfrak{X}(Q)$.
Corollary 1.40. Suppose that $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \cdot{ }_{Q} \bar{\eta}$ with $\mathcal{S}(X)=\lambda \operatorname{Id}+S_{2}+S_{3}+S_{4}$ where $\lambda \in$ $C^{\infty}(Q), S_{2} \in \chi_{2}(Q), S_{3} \in \chi_{3}(Q), S_{4} \in \chi_{4}(Q)$ and let $S \in \mathfrak{X}(Q)$ be such that $S_{4}(X)=X \times S$. Define $\beta_{2} \in \Omega^{2}(Q)$ and $\beta_{3} \in \Omega^{3}(Q)$ by:

$$
\beta_{2}(X, Y)=g\left(S_{2}(X)-\frac{1}{2} \bar{L}_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(S_{3}(\cdot)\right) \Psi_{Q}\right)(X, Y, Z)
$$

The pure components of $\star d \Omega$ in terms of the $\mathrm{G}_{2}$ structure are:

$$
\begin{aligned}
(\star d \Omega)_{48} & =\frac{2}{7}\left(-4 i\left(S^{h}-\frac{1}{4} \bar{L}^{h}\right) N^{*} \wedge \pi^{*} \Psi_{Q}+3 i\left(S^{h}-\frac{1}{4} \bar{L}^{h}\right) \pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right)+4 N^{*} \wedge \pi^{*} \beta_{2}-6 \pi^{*} \beta_{3} \\
(\star d \Omega)_{8} & =\frac{8}{7} i\left(\frac{15}{4} \bar{L}^{h}-6 S^{h}+7 \lambda N\right)\left(N^{*} \wedge \pi^{*} \Psi_{Q}+\pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right)
\end{aligned}
$$

Proof. It suffices to check the equalities $\mathcal{W}=0, g(\mathcal{L}(X), Y)=\frac{1}{2} \pi^{*} \mathfrak{L}(X, Y)$, and $U=\frac{3}{4} \bar{L}^{h}$. From these we obtain $\mu=\lambda, A_{2}=S_{2}^{h}-\frac{1}{2} L_{2}^{h}, A_{3}=S_{3}^{h}$, and $A=S^{h}-\frac{1}{2} \bar{L}^{h}$; the conclusion then follows from Proposition 1.36 .

Before proving the equalities we observe that $\left[X^{h}, N\right]=0$ if $X \in \mathfrak{X}(Q)$ because $\omega$ is left-invariant. In addition, by the Koszul formulas:

$$
\begin{aligned}
\nabla_{N} N & =0 \\
g\left(\nabla_{N} X^{h}, Y^{h}\right) & =-\frac{1}{2} g\left(\left[X^{h}, Y^{h}\right], N\right)=-\frac{1}{2} g\left(\left[X^{h}, Y^{h}\right]-[X, Y]^{h}, N\right)=-\frac{1}{2} \mathfrak{L}(X, Y),
\end{aligned}
$$

for orthogonal vectors $X, Y \in \mathfrak{X}(Q)$.
The claim $\mathcal{W}=0$ follows from equation (1.12) and the fact that $\left[X^{h}, N\right]=0$ if $X \in \mathfrak{X}(Q)$. Taking into account formula (1.13), and the fact that $g\left(\left[X^{h}, Y^{h}\right], N\right)=\mathfrak{L}(X, Y)$, we obtain $g\left(\mathcal{L}\left(X^{h}\right), Y^{h}\right)=-\frac{1}{2} \mathfrak{L}(X, Y)$.

We finally compute the vector $U$ in terms of the formula 1.15 . Let $F=\left(X_{\tilde{\sim}}, \ldots, X_{7}\right)$ be a local orthonormal frame of $\mathcal{H}$ which lifts some local frame of $T Q$. Take a lift $\tilde{F} \in \mathrm{P}_{\text {Spin }}(\mathcal{H})$ and write $\eta(p)=[\tilde{F}, s(p)]$. We also denote $X_{0}=N$.

By definition, if $\bar{\eta}(\pi(p))=[\tilde{p}(\tilde{F}(p)), \bar{s}(\pi(p))]$ then $s(p)=\bar{s}(\pi(p))$ so that $d s_{p}(N)=0$. Taking into account the computations above we obtain:

$$
\nabla_{N} \eta=\frac{1}{2} \sum_{0 \leq i<j \leq 7} g\left(\nabla_{N} X_{i}, X_{j}\right) X_{i} X_{j} \eta=-\frac{1}{4} \pi^{*} \mathfrak{L} \eta
$$

Define $\gamma_{i}(X, Y)=g\left(\bar{L}_{i}(X), Y\right)$, for $i \in\{2,4\}$, then:

$$
-\frac{1}{4} \pi^{*} \mathfrak{L} \eta=-\frac{1}{4} \pi^{*} \gamma_{4} \eta=-\frac{3}{4} N \bar{L}^{h} \eta
$$

Here we used that $\pi^{*} \gamma_{2} \eta=0$ because $\mathfrak{g}_{2} \subset \mathfrak{s p i n}(7)=\Lambda_{21}^{2}$ and $\pi^{*} \gamma_{4}=-i(N) i\left(\bar{L}^{h}\right) \Omega$. One can check that $\pi^{*} \gamma_{4} \eta=3 N \bar{L}^{h} \eta$ by using a Cayley basis with $N=e_{0}$ and $\bar{L}^{h}$ proportional to $e_{1}$; the computation is similar to the one we did in the proof of Lemma 1.11 to check the equality $e^{01} \eta=e^{i j} \eta$. Thus, $U=\frac{3}{4} \bar{L}^{h}$.

### 1.7.3 Warped products

We analyze $\operatorname{Spin}(7)$ structures on warped products of a $G_{2}$ manifold with $\mathbb{R}$. Recall that a warped product of two Riemannian manifolds $\left(X_{1}, g_{1}\right)$ and $\left(X_{2}, g_{2}\right)$ is $\left(X_{1} \times X_{2}, g_{1}+e^{2 f_{1}} g_{2}\right)$ where $f_{1}: X_{1} \rightarrow \mathbb{R}$ is a smooth function. Therefore, we distinguish two cases.

## Warped product $\left(Q \times \mathbb{R}, e^{2 f} g+d t^{2}\right)$

Consider a $\mathrm{G}_{2}$ manifold $(Q, g)$ and a smooth function $f: \mathbb{R} \rightarrow \mathbb{R}$. Define the Riemannian manifold $\left(M=Q \times \mathbb{R}, g_{M}=e^{2 f} g+d t^{2}\right)$, and denote the projection to $Q$ by $\pi: M \rightarrow Q$. This is the so-called spin cone.

The distribution $\mathcal{D}=T Q$ obviously admits a $\mathrm{G}_{2}$ structure. The spinor bundle is $\Sigma(M)^{+}=$ $\Sigma(T Q \times \mathbb{R})=\pi^{*}(\Sigma(Q))$. We denote the spinors at $(x, t) \in M$ by $(\phi, t)$ with $\phi \in \Sigma(Q)_{x} ;$ observe that $((\phi, t),(\phi, t))=(\phi, \phi)$. Clifford products are related by $(X \cdot Q \phi, t)=e^{-f} X \cdot \mathcal{D}$ $(\phi, t)=e^{-f} \frac{\partial}{\partial t} X(\phi, t)$ if $X \in T Q$. In the last expression, we suppressed the symbol $\cdot$ to denote the Clifford product on $M$.

A unit-length section $\eta$ is defined from a section $\bar{\eta}: Q \rightarrow \Sigma(Q)$ by $\eta: M \rightarrow \Sigma(\mathcal{D}), \eta(x, t)=$ $(\bar{\eta}(x), t)$. Denote by $\Psi_{Q}$ the $\mathrm{G}_{2}$ form on $Q$, then $\Psi_{\mathcal{D}}=e^{3 f} \pi^{*} \Psi_{Q}$ and $\star_{\mathcal{D}}\left(\Psi_{\mathcal{D}}\right)=e^{4 f} \star_{Q}\left(\Psi_{Q}\right)$. In addition, taking into account that $\nabla_{X}^{\mathcal{D}} Y=\nabla_{X}^{Q} Y$ if $X, Y \in \mathfrak{X}(Q)$, we obtain $\nabla_{X}^{\mathcal{D}} \eta=$ $e^{-f} \mathcal{S}(X) \cdot \mathcal{D} \eta$, where $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \bar{\eta}$. Thus $\mathcal{S}_{\mathcal{D}}=e^{-f} \mathcal{S}$.

Corollary 1.41. Suppose that $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \cdot{ }_{Q} \bar{\eta}$ with $\mathcal{S}(X)=\lambda \mathrm{Id}+S_{2}+S_{3}+S_{4}$ where $\lambda \in C^{\infty}(Q), S_{2} \in \chi_{2}(Q), S_{3} \in \chi_{3}(Q), S_{4} \in \chi_{4}(Q)$. Let $S \in \mathfrak{X}(Q)$ be such that $S_{4}(X)=X \times S$. Denote by $\Psi_{Q}$ the $\mathrm{G}_{2}$-form on $Q$ and define $\beta_{2} \in \Omega^{2}(Q)$ and $\beta_{3} \in \Omega^{3}(Q)$ by:

$$
\beta_{2}(X, Y)=g\left(S_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(S_{3}(\cdot)\right) \Psi_{Q}\right)(X, Y, Z)
$$

The pure components of $\star d \Omega$ in terms of the $\mathrm{G}_{2}$ structure are:

$$
\begin{aligned}
(\star d \Omega)_{48} & =\frac{2}{7}\left(-4 e^{2 f} i(S) d t \wedge \pi^{*} \Psi_{Q}+3 e^{3 f} i(S) \pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right)+4 e^{f} d t \wedge \pi^{*} \beta_{2}-6 e^{2 f} \pi^{*} \beta_{3} \\
(\star d \Omega)_{8} & =\frac{8}{7} i\left(-6 e^{-f} S+7\left(\lambda e^{-f}+\frac{1}{2} f^{\prime}\right) \frac{\partial}{\partial t}\right)\left(e^{3 f} d t \wedge \pi^{*} \Psi_{Q}+e^{4 f} \pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right)
\end{aligned}
$$

Proof. The result follows from Proposition 1.36 once we check that $\mathcal{W}=-f^{\prime} \operatorname{Id}, \mathcal{L}=0$ and $U=0$. Observe that both the expression $\mathcal{S}_{\mathcal{D}}=e^{-f} S$ and the equalities above ensure that $\mu=\lambda e^{-f}+\frac{1}{2} f^{\prime}, A_{2}=e^{-f} S_{2}, A_{3}=e^{-f} S_{3}$ and $A=e^{-f} S$.

The distribution $\mathcal{D}$ is integrable, so that $\mathcal{L}=0$. Take an orthonormal frame of $T Q$, $\left(X_{1}, \ldots, X_{7}\right)$ and note that $g_{M}\left(\mathcal{W}\left(X_{i}\right), X_{j}\right)=-f^{\prime} e^{2 f} \delta_{i j}$ according to formula 1.12), so that $\mathcal{W}=-f^{\prime} \mathrm{Id}$. We now compute $U$ taking into account equation (1.15). First, since $\eta$ is constant in the vertical direction, the term $\left[\tilde{F}, d s_{p}\left(\frac{\partial}{\partial t}\right)\right]$ vanishes. Moreover, from the Koszul formulas we deduce:

$$
\nabla_{\frac{\partial}{\partial t}} \frac{\partial}{\partial t}=0=\nabla_{\frac{\partial}{\partial t}}\left(e^{-f} X_{i}\right)
$$

Therefore, $\nabla_{\frac{\partial}{\partial t}} \eta=0$.

## Warped product $\left(Q \times \mathbb{R}, g+e^{2 f} d t^{2}\right)$

Consider a $\mathrm{G}_{2}$ manifold $(Q, g)$ and a smooth function $f: Q \rightarrow \mathbb{R}$. Define the Riemannian manifold $\left(M=Q \times \mathbb{R}, g_{M}=g+e^{2 f} d t^{2}\right)$, and denote the projection to $Q$ by $\pi: M \rightarrow Q$.

The distribution $\mathcal{D}=T Q$ obviously admits a $\mathrm{G}_{2}$ structure. The spinor bundle is $\Sigma(M)^{+}=$ $\Sigma(T Q \times \mathbb{R})=\pi^{*}(\Sigma(Q))$. We denote the spinors at $(x, t) \in M$ by $(\phi, t)$ with $\phi \in \Sigma(Q)_{x} ;$ observe that $((\phi, t),(\phi, t))=(\phi, \phi)$. Clifford products are related by $\left(X \cdot{ }_{Q} \phi, t\right)=X \cdot \mathcal{D}(\phi, t)=$
$e^{-f} \frac{\partial}{\partial t} X(\phi, t)$ if $X \in T Q$. We suppressed again the symbol $\cdot$ to denote the Clifford product on $M$.

A unit-length section $\eta$ is defined from a section $\bar{\eta}: Q \rightarrow \Sigma(Q)$ by $\eta: M \rightarrow \Sigma(\mathcal{D}), \eta(x, t)=$ $(\bar{\eta}(x), t)$. Denote by $\Psi_{Q}$ the $\mathrm{G}_{2}$ form on $Q$, then $\Psi_{\mathcal{D}}=\pi^{*} \Psi_{Q}$ and $\star_{\mathcal{D}}\left(\Psi_{\mathcal{D}}\right)=\star_{Q}\left(\Psi_{Q}\right)$. In addition, since $\nabla_{X}^{\mathcal{D}} Y=\nabla_{X}^{Q} Y$ when $X, Y \in \mathfrak{X}(Q)$, we obtain $\mathcal{S}_{\mathcal{D}}=\mathcal{S}$, with $\mathcal{S} \in \operatorname{End}(T Q)$ such that $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \bar{\eta}$.

Corollary 1.42. Suppose that $\nabla_{X}^{Q} \bar{\eta}=\mathcal{S}(X) \cdot{ }_{Q} \bar{\eta}$ with $\mathcal{S}(X)=\lambda \operatorname{Id}+S_{2}+S_{3}+S_{4}$ where $\lambda \in C^{\infty}(Q), S_{2} \in \chi_{2}(Q), S_{3} \in \chi_{3}(Q), S_{4} \in \chi_{4}(Q)$. Let $S \in \mathfrak{X}(Q)$ be such that $S_{4}(X)=X \times S$. Denote by $\Psi_{Q}$ the $\mathrm{G}_{2}$-form on $Q$ and define $\beta_{2} \in \Omega^{2}(Q)$ and $\beta_{3} \in \Omega^{3}(Q)$ by:

$$
\beta_{2}(X, Y)=g\left(S_{2}(X), Y\right), \quad \beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(S_{3}(\cdot)\right) \Psi_{Q}\right)(X, Y, Z)
$$

The pure components of $\star d \Omega$ in terms of the $\mathrm{G}_{2}$ structure are:

$$
\begin{aligned}
(\star d \Omega)_{48}= & \frac{2}{7}\left(-4 i\left(S+\frac{1}{2} \operatorname{grad}(f)\right) e^{f} d t \wedge \pi^{*} \Psi_{Q}+3 i\left(S+\frac{1}{2} \operatorname{grad}(f)\right) \pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right) \\
& +4 e^{f} d t \wedge \pi^{*} \beta_{2}-6 \pi^{*} \beta_{3}, \\
(\star d \Omega)_{8}= & \frac{8}{7} i\left(\frac{1}{2} \operatorname{grad}(f)-6 S+7 \lambda e^{-f} \frac{\partial}{\partial t}\right)\left(e^{f} d t \wedge \pi^{*} \Psi_{Q}+\pi^{*}\left(\star_{Q} \Psi_{Q}\right)\right) .
\end{aligned}
$$

Proof. The result immediatly from Proposition 1.36 once we check that $\mathcal{W}=0, \mathcal{L}=0$ and $U=\frac{1}{2} \operatorname{grad}(f)$. Observe that both the expression $\mathcal{S}_{\mathcal{D}}=S$ and the equalities above ensure that $\mu=\lambda, A_{2}=S_{2}, A_{3}=S_{3}$ and $A=S$.

The distribution $\mathcal{D}$ is integrable, so that $\mathcal{L}=0$. Take an orthonormal frame of $T Q$, $\left(X_{1}, \ldots, X_{7}\right)$ and note that $g_{M}\left(\mathcal{W}\left(X_{i}\right), X_{j}\right)=0$ according to equation 1.12. We now compute $U$ taking into account equation 1.15 . First, since $\eta$ is constant in the vertical direction, the term $\left[\tilde{F}, d s_{p}\left(e^{-f} \frac{\partial}{\partial t}\right)\right]$ vanishes. Moreover, from the Koszul formulas we deduce:

$$
\begin{aligned}
g\left(\nabla_{e^{-f} \frac{\partial}{\partial t}} X_{i}, X_{j}\right) & =0 \\
g\left(\nabla_{e^{-f} \frac{\partial}{\partial t}} e^{-f} \frac{\partial}{\partial t}, X_{i}\right) & =-X_{i}(f)
\end{aligned}
$$

Therefore, $\nabla_{N} \eta=-\frac{1}{2} e^{-f} \frac{\partial}{\partial t} \operatorname{grad}(f) \eta$.

## 1.8 $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras

As an application of the previous section, we study $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras. The geometric setting is that of a simply connected Lie group with a left-invariant $\operatorname{Spin}(7)$ structure, endowed with an integrable distribution which inherits a $\mathrm{G}_{2}$ structure. The integral submanifolds of the distribution are actually flat, so that the $\mathrm{G}_{2}$ distribution is parallel and these submanifolds have non-trivial Weingarten operators. Finding a lattice in the Lie group, if that is possible, allows us to give compact examples.

First of all, let us recall the definition of a quasi abelian Lie algebra:
Definition 1.43. A Lie algebra $\mathfrak{g}$ is quasi abelian if it contains a codimension 1 abelian ideal $\mathfrak{h}$.

The information of $\mathfrak{g}$ is encoded in $\operatorname{ad}(x)$ for any vector $x$ transversal to $\mathfrak{h}$. The following result shows that $\mathfrak{h}$ is unique in $\mathfrak{g}$ with exception of the Lie algebras $\mathbb{R}^{n}$ and $L_{3} \oplus \mathbb{R}^{n-3}$, where $L_{3}$ is the Lie algebra of the 3-dimensional Heisenberg group, which is generated by the basis $(x, y, z)$ with relations $[x, y]=z$ and $[x, z]=[y, z]=0$.

Lemma 1.44. Let $\mathfrak{g}$ be a n-dimensional quasi abelian Lie algebra with $n \geq 3$. If $\mathfrak{g}$ is not isomorphic to $\mathbb{R}^{n}$ or $L_{3} \oplus \mathbb{R}^{n-3}$, then it has a unique codimension 1 abelian ideal. Moreover, codimension 1 abelian ideals in $L_{3} \oplus \mathbb{R}^{n-3}$ are parametrized by $\mathbb{R} \mathbb{P}^{1}$.

Proof. Suppose that $\mathfrak{g}$ is not isomorphic to $\mathbb{R}^{n}$ and let $\mathfrak{h}$ be a codimension 1 abelian ideal with a transversal vector $x$. Let $\mathfrak{h}^{\prime}$ be a codimension 1 abelian ideal different from $\mathfrak{h}$. If $u \in \mathfrak{h}$ is such that $x+u \in \mathfrak{h}^{\prime}$ and $v \in \mathfrak{h} \cap \mathfrak{h}^{\prime}$, then $0=[x+u, v]=\operatorname{ad}(x)(v)$. Taking into account that $\mathfrak{h} \cap \mathfrak{h}^{\prime}$ is $(n-2)$-dimensional and $\mathfrak{g}$ is not abelian we conclude that $\mathfrak{h} \cap \mathfrak{h}^{\prime}=\operatorname{ker}\left(\left.\operatorname{ad}(x)\right|_{\mathfrak{h}}\right)$ and $\operatorname{ad}(x)(\mathfrak{h})=\langle z\rangle$ for some $z \in \mathfrak{h}$. Let $y \in \mathfrak{h}$ be such that $[x, y]=z$ and observe that $z \in[\mathfrak{g}, \mathfrak{g}] \subset \mathfrak{h}^{\prime}$, that is, $z \in \mathfrak{h} \cap \mathfrak{h}^{\prime}$ and $[x, z]=0$. Therefore, $\mathfrak{g}$ is isomorphic to $L_{3} \oplus \mathbb{R}^{n-3}$.

In addition, from the discussion above we obtain that $\mathfrak{h}^{\prime}=\langle v, z\rangle \oplus \mathbb{R}^{n-3}$ for some $v \in\langle x, y\rangle$. Conversely, all the subspaces of the previous form are actually codimension 1 abelian ideals. Therefore, they are parametrized by $\mathbb{R} \mathbb{P}^{1}$.

A left-invariant $\operatorname{Spin}(7)$ structure on a Lie group is determined by the choice of a $\operatorname{Spin}(7)$ form $\Omega$, which is in turn determined by a direction in the space of positive spinors $\Delta^{+}$.

Define the set $\mathcal{Q A}$ with elements $\left(\mathfrak{g}, \mathfrak{h}, g, \nu_{g}, \Omega\right)$ where $\mathfrak{g}$ is a non-trivial quasi abelian Lie algebra with a specific codimension 1 abelian ideal $\mathfrak{h}, g$ is a metric on $\mathfrak{g}, \nu_{g}$ is a volume form on $\mathfrak{g}$ and $\Omega$ is a $\operatorname{Spin}(7)$ structure on $\left(\mathfrak{g}, g, \nu_{g}\right)$. We say that $\varphi^{\prime}:\left(\mathfrak{g}, \mathfrak{h}, g, \nu_{g}, \Omega\right) \rightarrow\left(\mathfrak{g}^{\prime}, \mathfrak{h}^{\prime}, g^{\prime}, \nu_{g^{\prime}}, \Omega^{\prime}\right)$ is an isomorphism if $\varphi$ is an isomorphism of Lie algebras such that $\varphi^{\prime}(\mathfrak{h})=\mathfrak{h}^{\prime},\left(\varphi^{\prime}\right)^{*} g^{\prime}=g$, $\varphi^{*} \nu_{g^{\prime}}=\nu_{g}$ and $\varphi^{*} \Omega^{\prime}=\Omega$.

Lemma 1.45. The set $\overline{\mathcal{Q A}}$ of isomorphisms classes of $\mathcal{Q A}$ is given by:

$$
\overline{\mathcal{Q A}}=\left(\left(\operatorname{End}\left(\mathbb{R}^{7}\right)-\{0\}\right) \times \mathbb{P}\left(\Delta^{+}\right)\right) / \mathrm{O}(7)
$$

where $\mathrm{O}(7)$ acts via

$$
\begin{equation*}
\varphi \cdot(\mathcal{E},[\eta])=\left(\operatorname{det}(\varphi) \varphi \circ \mathcal{E} \circ \varphi^{-1},[\rho(\tilde{\varphi}) \eta]\right) \tag{1.17}
\end{equation*}
$$

where $\tilde{\varphi}$ is a lifting to $\operatorname{Spin}(8)$ of the unique $\varphi^{\prime} \in \operatorname{SO}(8)$ such that $\left.\varphi^{\prime}\right|_{\mathbb{R}^{7}}=\varphi$.
Proof. A map $\left(\operatorname{End}\left(\mathbb{R}^{7}\right)-\{0\}\right) \times \mathbb{P}\left(\Delta^{+}\right) \rightarrow \mathcal{Q A}$ is defined as follows. Take a pair $(\mathcal{E}, \bar{\eta})$ and define the Lie structure on $\mathbb{R}^{8}$ with oriented basis $\left(e_{0}, \ldots, e_{7}\right)$ such that $\mathbb{R}^{7}=\left\langle e_{1}, \ldots, e_{7}\right\rangle$ is a maximal abelian ideal and $\mathcal{E}=\left.\operatorname{ad}\left(e_{0}\right)\right|_{\mathbb{R}^{7}}$. We endow this algebra with the canonical metric, the standard volume form and the spin structure determined by $\eta$.

It is obvious that a representative of each element of $\overline{\mathcal{Q A}}$ can be chosen to lie in the image of our map. Moreover, if two structures given by $(\mathcal{E}, \bar{\eta})$ and $\left(\mathcal{E}^{\prime}, \bar{\eta}^{\prime}\right)$ are isomorphic via $\varphi^{\prime}$, then:

1. $\varphi^{\prime}\left(e_{0}\right)= \pm e_{0}$ and $\varphi=\left.\varphi^{\prime}\right|_{\mathbb{R}^{7}} \in \mathrm{O}(7)$ because $\varphi^{\prime}$ preserves the metric and the orientation.
2. Denote by $\tilde{\varphi}$ any lifting of $\varphi^{\prime}$ to $\operatorname{Spin}(8)$. The equality $\left(\varphi^{\prime}\right)^{*} \Omega^{\prime}=\Omega$ implies that $\operatorname{Stab}(\Omega)=\left(\varphi^{\prime}\right)^{-1} \circ \operatorname{Stab}\left(\Omega^{\prime}\right) \circ\left(\varphi^{\prime}\right)$. Thus $\operatorname{Stab}(\eta)=\tilde{\varphi}^{-1} \operatorname{Stab}\left(\eta^{\prime}\right) \tilde{\varphi} . \operatorname{But} \operatorname{Stab}\left(\rho(\tilde{\varphi})^{-1} \eta^{\prime}\right)=$ $\tilde{\varphi}^{-1} \operatorname{Stab}\left(\eta^{\prime}\right) \tilde{\varphi}$, so that $\eta= \pm \rho(\tilde{\varphi})^{-1} \eta^{\prime}$.
3. $\varphi \circ \mathcal{E}=\operatorname{det}(\varphi) \mathcal{E}^{\prime} \circ \varphi$, because $\varphi^{\prime}$ is an isomorphism of Lie algebras.

From now on we denote by $\left(\mathbb{R}^{8}, \mathcal{E},[\eta]\right)$ the element $(\mathfrak{g}, \mathfrak{h}, g, \nu, \Omega) \in \mathcal{Q} \mathcal{A}$ where $\mathfrak{g}=\mathbb{R}^{8}$ as vector spaces, $\mathfrak{h}=\mathbb{R}^{7}$ is the maximal abelian ideal, $\operatorname{ad}\left(e_{0}\right)=\mathcal{E}, g$ is the canonical metric, $\nu$ is the canonical volume form and $\eta$ is a spinor that determines the $\operatorname{Spin}(7)$ form $\Omega$.

Remark 1.46. To obtain an analogue of Lemma 1.45, suppressing the condition $\varphi^{\prime}(\mathfrak{h})=\mathfrak{h}^{\prime}$ in the definition of isomorphism, we need to treat separately the case of the Lie algebra $L_{3} \oplus \mathbb{R}^{5}$. For this purpose, define $\mathcal{E}(x)=e_{1}^{*}(x) e_{2}$ and observe that Lemmas 1.44 and 1.45 allow us to suppose that any isomorphism of structures with underlying Lie algebra $L_{3} \oplus \mathbb{R}^{5}$ is represented by $\varphi^{\prime}:\left(\mathbb{R}^{8}, \lambda \mathcal{E},[\eta]\right) \rightarrow\left(\mathbb{R}^{8}, \lambda^{\prime} \mathcal{E},\left[\eta^{\prime}\right]\right)$, for some $\lambda, \lambda^{\prime} \neq 0$.

The set $\varphi^{\prime}\left(\mathbb{R}^{7}\right)$ is a codimension 1 abelian ideal, hence Lemma 1.44 guarantees that $\varphi^{\prime}\left(e_{0}\right)=\cos (\theta) e_{0}+\sin (\theta) e_{1}$. Denote $\mathbb{R}^{6}=\left\langle e_{2}, \ldots, e_{7}\right\rangle$ and let $v, v^{\prime} \in \mathbb{R}^{6}$ be such that $\varphi^{\prime}(v)=-\mu \sin (\theta) e_{0}+\mu \cos (\theta) e_{1}+v^{\prime}$. Then, $0=\varphi^{\prime}\left[e_{0}, v\right]=\left[\cos (\theta) e_{0}+\sin (\theta) e_{1},-\mu \sin (\theta) e_{0}+\right.$ $\left.\mu \cos (\theta) e_{1}+v^{\prime}\right]=\mu \lambda^{\prime} e_{2}$. Therefore $\mu=0, \mathbb{R}^{6}$ is $\varphi^{\prime}$-invariant and $\varphi^{\prime}\left(e_{1}\right)=\mp \sin (\theta) e_{0} \pm \cos (\theta) e_{1}$.

Denote by $\varphi_{1}$ the restriction of $\varphi^{\prime}$ to $\left\langle e_{0}, e_{1}\right\rangle$ and note that: $\lambda \varphi^{\prime}\left(e_{2}\right)=\varphi^{\prime}\left[e_{0}, e_{1}\right]=$ $\left[\varphi^{\prime}\left(e_{0}\right), \varphi^{\prime}\left(e_{1}\right)\right]=\operatorname{det}\left(\varphi_{1}\right) \lambda^{\prime} e_{2}$. Hence $\varphi^{\prime}\left(e_{2}\right)=\operatorname{det}\left(\varphi_{1}\right) \frac{\lambda^{\prime}}{\lambda} e_{2}$ and $|\lambda|=\left|\lambda^{\prime}\right|$. Then, $\varphi^{\prime}$ is determined by $\varphi_{1}$ and $\varphi_{2}=\left.\varphi^{\prime}\right|_{\mathbb{R}^{5}}$, where $\mathbb{R}^{5}=\left\langle e_{3}, \ldots, e_{7}\right\rangle$, under the conditions $\frac{\lambda^{\prime}}{\lambda} \operatorname{det}\left(\varphi_{2}\right)=1$ and $\varphi^{\prime}\left(e_{2}\right)=\operatorname{det}\left(\varphi_{1}\right) \frac{\lambda^{\prime}}{\lambda} e_{2}$.

The condition over the spinor is obviously $\eta^{\prime}= \pm \rho(\tilde{\varphi}) \eta$, where $\tilde{\varphi}$ is any lifting of $\varphi^{\prime}$ to Spin(8).

In the following result we describe the action which appears in Lemma 1.45
Lemma 1.47. Under the action of $\mathrm{O}(7)$ on $\operatorname{End}\left(\mathbb{R}^{7}\right)$,

$$
\begin{equation*}
\varphi \cdot \mathcal{E}=\operatorname{det}(\varphi) \varphi \circ \mathcal{E} \circ \varphi^{-1} \tag{1.18}
\end{equation*}
$$

the sets $\langle\mathrm{Id}\rangle, \operatorname{Sym}_{0}^{2}\left(\mathbb{R}^{7}\right)$ and $\Lambda^{2} \mathbb{R}^{7}$ are parametrized respectively by:

1. $[0, \infty)$,
2. $\left\{\left(\lambda_{1}, \ldots, \lambda_{7}\right): \lambda_{i} \leq \lambda_{j+1}, \sum_{j=1}^{7} \lambda_{j}=0\right\} / \sim$, where $\left(\lambda_{1}, \ldots, \lambda_{7}\right) \sim\left(-\lambda_{7}, \ldots,-\lambda_{1}\right)$,
3. $\left\{\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right): 0 \leq \lambda_{1} \leq \lambda_{2} \leq \lambda_{3}\right\}$.

Proof. The first claim is obvious and the second follows from the fact that each symmetric matrix has an oriented orthonormal basis of ordered eigenvectors. Note also that $-\operatorname{Id} \cdot \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{7}\right)=\operatorname{diag}\left(-\lambda_{7}, \ldots,-\lambda_{1}\right)$, hence $\left(\lambda_{1}, \ldots, \lambda_{7}\right)$ is related to $\left(-\lambda_{7}, \ldots,-\lambda_{1}\right)$.

If $\mathcal{E}$ is a skew-symmetric endomorphism of $\mathbb{R}^{7}$, there is a hermitian basis in $\mathbb{C}^{7}$ of eigenvectors and the eigenvalues are of the form $\left(-\lambda_{3} i,-\lambda_{2} i,-\lambda_{1} i, 0, \lambda_{1} i, \lambda_{2} i, \lambda_{3} i\right)$ with $0 \leq \lambda_{j} \leq \lambda_{j+1}$. In addition, the real parts of the eigenspaces associated to $-\lambda_{j} i$ and $\lambda_{j} i$ coincide. Thus, there is a positively oriented orthonormal basis $\left(v_{1}, w_{1}, v_{2}, w_{2}, v_{3}, w_{3}, u\right)$ of $\mathbb{R}^{7}$, such that $\mathcal{E}\left(v_{j}\right)=\lambda_{j} w_{j}$ and $\mathcal{E}(u)=0$. Finally note that $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ are well-defined in the orbit.

Now we compute the invariants that we defined for $G_{2}$ distributions on $\mathbb{R}^{7}$ :
Proposition 1.48. Consider $\left(\mathbb{R}^{8}, \mathcal{E},[\eta]\right) \in \mathcal{Q A}$ and decompose $\mathcal{E}$ according to the $\mathrm{G}_{2}$ structure induced by $\eta$, that is $\mathcal{E}=h \mathrm{Id}+E_{2}+E_{3}+E_{4}$, where $h \in \mathbb{R}, E_{2} \in \chi_{2}, E_{3} \in \chi_{3}$, $E_{4} \in \chi_{4}$ and $E_{4}(X)=X \times E$ for some $E \in \mathbb{R}^{7}$. Define $\Psi, \beta_{3} \in \Lambda^{3} T^{*} \mathbb{R}^{7}$ by $\Psi=i\left(e_{0}\right) \Omega$ and $\beta_{3}(X, Y, Z)=\operatorname{alt}\left(i\left(E_{3}(\cdot)\right) \Psi\right)$. Then,

$$
\begin{aligned}
(\star d \Omega)_{48} & =\frac{2}{7}\left(6 i(E) e^{0} \wedge \Psi-\frac{9}{2} i(E) \star_{\mathbb{R}^{7}} \Psi\right)-6 \beta_{3}, \\
(\star d \Omega)_{8} & =-\left(\frac{12}{7} E+4 h e_{0}\right)\left(e^{0} \wedge \Psi+\star_{\mathbb{R}^{7}} \Psi\right) .
\end{aligned}
$$

Proof. The result follows immediately from Proposition 1.36 once we check that: $\mu=-\frac{1}{2} h$, $A_{2}=0, A_{3}=-\frac{1}{2} E_{3}, A=0$ and $U=-\frac{3}{2} E$.

To obtain this, first observe that $\nabla^{\mathfrak{h}} \eta=0$ and $\mathcal{L}=0$ because $\mathfrak{h}$ is an abelian ideal. From the formula of the Weingarten operator we obtain: $\mathcal{W}=h \mathrm{Id}+E_{3}$. To compute $U$ we use again equation 1.15 , obtaining that:

$$
\nabla_{N} \eta=\frac{3}{2} e_{0} E \eta
$$

here we used that $\nabla_{e_{0}} e_{0}=0$ because $\mathfrak{h}$ is an ideal and $\nabla_{e_{0}} e_{j}=\left(E_{2}+E_{4}\right)\left(e_{j}\right)$ if $j>0$. The last equality follows from Koszul formulas; these imply that $2 g\left(\nabla_{e_{0}} e_{j}, e_{0}\right)=0$, and $2 g\left(\nabla_{e_{0}} e_{j}, e_{k}\right)=g\left(\mathcal{E}\left(e_{j}\right), e_{k}\right)-g\left(\mathcal{E}\left(e_{k}\right), e_{j}\right)=2 g\left(\left(E_{2}+E_{4}\right)\left(e_{j}\right), e_{k}\right)$ for $k>0$; the last equality follows from the fact that $E_{2}+E_{4}$ is the skew-symmetric part of $\mathcal{E}$.

In the next result we characterise the different types of $\operatorname{Spin}(7)$ structures on quasi abelian Lie algebras in terms of Lemma 1.47 . For this purpose, we recall that a Lie algebra is unimodular if the volume form is not exact. In the case of the Lie algebra $\left(\mathbb{R}^{8}, \mathcal{E}\right)$, this notion is equivalent to the fact that $\mathcal{E}$ is traceless.

Theorem 1.49. Consider the Lie algebra $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ endowed with the standard metric and volume form. Denote by $\mathcal{E}_{13}$ and $\mathcal{E}_{24}$ the symmetric and skew-symmetric parts of the endomorphism $\mathcal{E} \neq 0$. Then, the Lie algebra admits a $\operatorname{Spin}(7)$ structure of type:

1. Parallel, if and only if $\mathcal{E}_{13}=0$ and $\mathcal{E}_{24}$ is associated to $\left(\lambda_{1}, \lambda_{2}, \lambda_{1}+\lambda_{2}\right)$ with $0 \leq \lambda_{1} \leq \lambda_{2}$, as in Lemma 1.47 .
2. Locally conformally parallel and non-parallel if and only if $\mathcal{E}_{13}=h \mathrm{Id}$ with $h \neq 0$ and $\mathcal{E}_{24}$ is associated to $\left(\lambda_{1}, \lambda_{2}, \lambda_{1}+\lambda_{2}\right)$ with $0 \leq \lambda_{1} \leq \lambda_{2}$, as in Lemma 1.47.
3. Balanced if and only if it is unimodular and $\mathcal{E}_{24}$ is associated to $\left(\lambda_{1}, \lambda_{2}, \lambda_{1}+\lambda_{2}\right)$ with $0 \leq \lambda_{1} \leq \lambda_{2}$, as in Lemma 1.47 .
In addition, if $\mathcal{E}_{24} \neq 0$ then it admits a $\operatorname{Spin}(7)$ structure of mixed type.
Proof. We identify $\mathcal{E}_{24}$ with a 2 -form $\gamma$. There is a positively oriented orthonormal basis $\left(X_{1}, \ldots, X_{7}\right)$ of $\mathbb{R}^{7}$ such that $\gamma=\lambda_{1} X^{23}+\lambda_{2} X^{45}+\lambda_{3} X^{67}$, where $0 \leq \lambda_{j} \leq \lambda_{j+1}$. Here we denoted $X^{i j}=X_{i}^{*} \wedge X_{j}^{*}$.

Taking into account Proposition 1.48, the first three items are proved once we check that the existence of a spinor $\eta$ with $\gamma \eta=0$ is equivalent to the fact that $\mathcal{E}_{24}$ is associated to $\left(\lambda_{1}, \lambda_{2}, \lambda_{1}+\lambda_{2}\right)$ with $0 \leq \lambda_{1} \leq \lambda_{2}$. This spinor exists if and only if $\rho_{7}\left(\lambda_{1} X_{2} X_{3}+\right.$ $\lambda_{2} X_{4} X_{5}+\lambda_{3} X_{6} X_{7}$ ) is non-invertible for some 8-dimensional real irreducible representation $\rho_{7}: \mathrm{Cl}_{7} \rightarrow \operatorname{End}\left(\mathbb{R}^{8}\right)$ which maps the volume form $\nu_{7}$ to the identity, because they are all equivalent [79, Proposition 5.9].

It is known that the two different irreducible representations of $\mathrm{Cl}_{7}$ are constructed from the octonions $\mathbb{O}$ [79, p. 51]. More precisely, these are the extension to $\mathrm{Cl}_{7}$ of the maps $\rho_{\theta}: \mathbb{R}^{7} \rightarrow \operatorname{End}\left(\mathbb{R}^{8}\right), \rho_{\theta}(v)(x)=\theta v x$, where $\theta= \pm 1$ and $\mathbb{R}^{7}$ is viewed as the imaginary part of the octonions. Define the isometry $\varphi$ of $\mathbb{R}^{7}$ which maps $X_{i}$ to $e_{i}$ and note that the volume form is fixed by the extension of $\varphi$ to the Clifford algebra. The extensions of $\rho_{\theta}$ and $\varphi$ to $\mathrm{Cl}_{7}$ are denoted in the same way. We check the previous condition using the representation $\rho_{7}=\rho_{\theta} \circ \varphi: \mathrm{Cl}_{7} \rightarrow \operatorname{End}\left(\mathbb{R}^{8}\right)$, taking $\theta$ such that $\rho_{\theta}\left(\nu_{7}\right)=\mathrm{Id}$. A direct computation shows that the determinant of $\rho_{7}\left(\lambda_{1} X_{2} X_{3}+\lambda_{2} X_{4} X_{5}+\lambda_{3} X_{6} X_{7}\right)$ is given by:

$$
\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}\left(\lambda_{1}+\lambda_{2}-\lambda_{3}\right)^{2}\left(\lambda_{1}-\lambda_{2}-\lambda_{3}\right)^{2}\left(\lambda_{1}-\lambda_{2}+\lambda_{3}\right)^{2}
$$

Since $\lambda_{1} \leq \lambda_{2} \leq \lambda_{3}$, the endomorphism is non-invertible if and only if $\lambda_{3}=\lambda_{2}+\lambda_{1}$.
Finally, if $\mathcal{E}_{24} \neq 0$ then $\rho_{7}\left(\lambda_{1} X_{2} X_{3}+\lambda_{2} X_{4} X_{5}+\lambda_{3} X_{6} X_{7}\right) \neq 0$ so that there is a spinor such that $E \neq 0$; Proposition 1.48 guarantees that it induces a $\operatorname{Spin}(7)$ structure of mixed type.

Recall that solvmanifolds are compact quotients $\Gamma \backslash G$, where $G$ is a simply connected solvable Lie group and $\Gamma$ is a discrete lattice. This forces the Lie algebra $\mathfrak{g}$ of $G$ to be unimodular [91, Lemma 6.2]. Proposition 1.48 allows us to conclude the following:

Corollary 1.50. There exists no quasi abelian solvmanifold with a left-invariant locally conformally parallel and non-parallel $\operatorname{Spin}(7)$ structure.

Of course, a torus is solvmanifold which admits a parallel $\operatorname{Spin}(7)$ structure.
Corollary 1.51. If $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ is a quasi abelian Lie algebra such that $\mathcal{E}$ is skew-symmetric, then it is flat. In particular, quasi abelian Lie algebras which admit a left-invariant parallel $\operatorname{Spin}(7)$ structure are flat.
Proof. Let $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ be a quasi abelian Lie algebra and denote by $\mathcal{E}_{13}$ and $\mathcal{E}_{24}$ the symmetric and skew-symmetric parts of $\mathcal{E}$. It is straightforward to check that if $i, j>0$ then:

$$
\nabla_{e_{0}} e_{0}=0, \quad \nabla_{e_{0}} e_{j}=\mathcal{E}_{24}\left(e_{j}\right), \quad \nabla_{e_{i}} e_{0}=-\mathcal{E}_{13}\left(e_{i}\right), \quad \nabla_{e_{i}} e_{j}=g\left(\mathcal{E}_{13}\left(e_{i}\right), e_{j}\right) e_{0}
$$

From this, one deduces that if $i, j, k>0$, then the curvature tensor is given by:

$$
\begin{aligned}
R\left(e_{0}, e_{j}\right) e_{0} & =-\left(\mathcal{E}_{24} \circ \mathcal{E}_{13}+\mathcal{E}_{13} \circ \mathcal{E}_{24}\right)\left(e_{j}\right) \\
R\left(e_{0}, e_{j}\right) e_{k} & =-g\left(\mathcal{E}_{13}\left(e_{k}\right),\left(\mathcal{E}+\mathcal{E}_{24}\right)\left(e_{j}\right)\right) e_{0} \\
R\left(e_{i}, e_{j}\right) e_{0} & =0 \\
R\left(e_{i}, e_{j}\right) e_{k} & =g\left(\mathcal{E}_{13}\left(e_{j}\right), e_{k}\right) \mathcal{E}_{13}\left(e_{i}\right)-g\left(\mathcal{E}_{13} e_{i}, e_{k}\right) \mathcal{E}_{13}\left(e_{j}\right)
\end{aligned}
$$

Therefore, if $\mathcal{E}$ is skew-symmetric then the Lie group is flat.
Remark 1.52. Corollary 1.50 also follows from the fact that locally conformally parallel $\operatorname{Spin}(7)$ structures with a co-closed Lee form are associated with positive scalar curvature metrics (see [69]) and left-invariant metrics on solvable Lie groups have non-positive scalar curvature [91]. Corollary 1.51 also follows from the fact that parallel $\operatorname{Spin}(7)$ structures are Ricci-flat and left-invariant metrics on solvable Lie groups with vanishing scalar curvature are flat 91.

## Examples

Let $\mathfrak{g}$ be a quasi abelian Lie algebra determined by an endomorphism $\mathcal{E}$. Consider the unique simply connected Lie group $G$ whose Lie algebra is $\mathfrak{g}$. The split exact sequence of Lie algebras $0 \rightarrow \mathfrak{h} \rightarrow \mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{h} \rightarrow 0$ lifts to a split exact sequence of Lie groups $0 \rightarrow\left(\mathbb{R}^{7},+\right) \rightarrow$ $G \rightarrow\left(G / \mathbb{R}^{7}=\mathbb{R},+\right) \rightarrow 0$. This splitting and the conjugation $\epsilon$ on $G$ by the elements of $(\mathbb{R},+)$, provide an isomorphism $G \cong(\mathbb{R},+) \ltimes_{\epsilon}\left(\mathbb{R}^{7},+\right)$. Therefore $\left.\frac{d}{d t}\right|_{t=s} d(\epsilon(t))=s \mathcal{E}$, so that $d(\epsilon(t))=\exp (t \mathcal{E})=\epsilon(t)$, taking into account that the exponential map of $\mathbb{R}^{7}$ is the identity.

## A nilmanifold with a balanced and a locally conformal balanced $\operatorname{Spin}(7)$ structure.

Define the endomorphism of $\mathbb{R}^{7}$

$$
\mathcal{E}=\left(\begin{array}{ccccccc}
0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and consider the quasi abelian Lie algebra $\left(\mathbb{R}^{8}, \mathcal{E}\right)$. Note that this is a nilpotent Lie algebra with $\left(d e^{0}, d e^{1}, d e^{2}, \ldots, d e^{7}\right)=\left(0, e^{02}, 2 e^{03}, e^{04}, e^{05}, e^{06}, e^{07}, 0\right)$, where $d \beta(X, Y)=-\beta([X, Y])$.

The symmetric part of $\mathcal{E}$ is traceless and the eigenvalues of its skew-symmetric part are $\left(\lambda_{1}, \lambda_{2}, \lambda_{1}+\lambda_{2}\right)$. Therefore, Theorem 1.49 guarantees that $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ admits both a balanced and a mixed $\operatorname{Spin}(7)$ structure. An alternative argument that avoids the computation of the eigenvalues of $\mathcal{E}$ is the following. Let $\Omega_{0}$ be the standard $\operatorname{Spin}(7)$ structure on $\mathbb{R}^{8}$ and let $\eta$ be the spinor that determines the structure. Let us identify the skew-symmetric part of $\mathcal{E}$ with the 2 -form $\gamma=e^{23}+\frac{1}{2}\left(e^{12}+e^{45}+e^{56}+e^{67}\right)$ as usual. The equalities $e_{2} e_{3} \eta=-e_{4} e_{5} \eta=-e_{6} e_{7} \eta$ and $e_{1} e_{2} \eta=-e_{5} e_{6} \eta$ imply that $\gamma \eta=0$. Therefore, the 4 -form associated to the structure is $\Omega_{0}$.

On some nilpotent Lie algebras, the existence of a lattice is guaranteed by general theorems [80]. This case is simple and we compute it explicitly. The matrix of the endomorphism $\exp (t \mathcal{E})$ is:

$$
\left(\begin{array}{ccccccc}
1 & -t & t^{2} & 0 & 0 & 0 & 0 \\
0 & 1 & -2 t & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -t & \frac{t^{2}}{2} & -\frac{t^{3}}{6} \\
0 & 0 & 0 & 0 & 1 & -t & \frac{t^{2}}{2} \\
0 & 0 & 0 & 0 & 0 & 1 & -t \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

If we define $\Gamma=6 \mathbb{Z} e_{0} \times_{\epsilon}\left(\mathbb{Z} e_{1} \times \mathbb{Z} e_{2} \times \cdots \times \mathbb{Z} e_{7}\right)$, then $\Gamma \backslash G$ is a compact manifold with $\pi_{1}(\Gamma \backslash G)=\Gamma$ which inherits both a balanced and a mixed $\operatorname{Spin}(7)$ left-invariant structure.

Moreover, we claim that $\Gamma \backslash G$ is not diffeomorphic to $Q \times S^{1}$ for any 7-dimensional submanifold $Q$. Since $b_{1}(\Gamma \backslash G)=2$, it is sufficient to prove that if a nilmanifold $\Gamma^{\prime} \backslash G^{\prime}$ is diffeomorphic to $Q \times S^{1}$ then, $b_{1}\left(Q \times S^{1}\right) \geq 3$, or equivalently, $b_{1}(Q) \geq 2$. This claim turns out to be true because we can check that $Q$ is homotopically equivalent to a nilmanifold. On the one hand, $Q$ is an Eilenberg-McLance space $K\left(1, \pi_{1}(Q)\right)$, because $G^{\prime}$ is contractible. On the other hand a group is isomorphic to a lattice of a nilpotent Lie group if and only if it is nilpotent, torsion-free and finitely generated [102, Theorem 2.18]. Since $\Gamma^{\prime}=\pi_{1}\left(\Gamma^{\prime} \backslash G^{\prime}\right)=$ $\pi_{1}(Q) \times \mathbb{Z}$, both $\pi_{1}(Q)$ and $\Gamma^{\prime}$ satisfy the conditions listed above. Thus, there is a nilmanifold $Q^{\prime}$ such that $\pi_{1}\left(Q^{\prime}\right)=\pi_{1}(Q)$, which is an Eilenberg-MacLane space $K\left(1, \pi_{1}(Q)\right)$. Therefore, $Q^{\prime}$ and $Q$ have the same homotopy type and $b_{1}(Q)=b_{1}\left(Q^{\prime}\right) \geq 2$, because $Q^{\prime}$ is a nilmanifold.

This nilmanifold also has a strict locally conformally balanced $\operatorname{Spin}(7)$ structure (see Definition 1.53), a structure of mixed type with closed and non-exact Lee form. According to Theorem 1.48, if we show that there exists a spinor $\eta$ and $\lambda \neq 0$ such that $\gamma \eta=-\lambda e^{7} \eta$, then the Lee form of the $\operatorname{Spin}(7)$ structure determined by $\eta$ is $\mu e^{7}$ for some $\mu \in \mathbb{R}$ and $d\left(\mu e^{7}\right)=0$. Take the octonionic representation $\rho$, which extends to $\mathrm{Cl}_{7}$ the map $\rho: \mathbb{R}^{7} \rightarrow \operatorname{End}\left(\mathbb{R}^{8}\right)$, $\rho(v)(x)=v x$ where $\mathbb{R}^{7}$ is viewed as the imaginary part of the octonions.

The previous condition is then equivalent to $\left(\rho\left(e_{7}\right) \rho(\gamma)-\lambda \mathrm{Id}\right) \eta=0$ for some $\eta \in \mathbb{R}^{8}$, that is, $\lambda \neq 0$ is a real eigenvalue of $\rho\left(e_{7}\right) \rho(\gamma)$. Computing this condition we obtain two eigenvalues $\lambda_{ \pm}= \pm \sqrt{3}$. The unit-lenght eigenvectors associated to $\lambda_{+}$are $\eta_{+}^{1}=$ $\frac{1}{\sqrt{15}}(0,-\sqrt{3}, 0,-\sqrt{3}, 0,3,0,0)$ and $\eta_{+}^{2}=\frac{1}{\sqrt{75}}(-\sqrt{3}, 0,3 \sqrt{3}, 0,-6,0,3,0)$; these associated to $\lambda_{-}$are $\eta_{-}^{1}=\frac{1}{\sqrt{15}}(0,-\sqrt{3}, 0, \sqrt{3}, 0,3,0,0)$ and $\eta_{-}^{2}=\frac{1}{\sqrt{75}}(\sqrt{3}, 0,-3 \sqrt{3}, 0,-6,0,3,0)$.

The 4 -form associated to $\eta_{+}^{1}$ is $\Omega_{0}=e^{0} \wedge \Psi+\star \Psi$, where $\star$ is the Hodge star of the
canonical metric on $\mathbb{R}^{7}$ and:

$$
\begin{aligned}
\Psi= & e^{12} \wedge\left(-\frac{1}{5} e^{3}-2 \frac{\sqrt{3}}{5} e^{6}+2 \frac{\sqrt{3}}{5} e^{7}\right)-2 \frac{\sqrt{3}}{5} e^{13} \wedge\left(e^{4}+e^{6}\right)-\frac{1}{5} e^{14} \wedge\left(3 e^{5}+2 e^{7}\right) \\
& -\frac{2}{5} e^{156}+\frac{3}{5} e^{167}-2 \frac{\sqrt{3}}{5} e^{23}\left(e^{5}+e^{7}\right)+e^{246}+\frac{1}{5} e^{257} \frac{1}{5} e^{34}\left(-2 e^{5}+3 e^{7}\right)-\frac{3}{5} e^{356} \\
& -\frac{2}{5} e^{367}-2 \frac{\sqrt{3}}{5} e^{457}+2 \frac{\sqrt{3}}{5} e^{567}
\end{aligned}
$$

## A compact manifold with a parallel and a mixed $\operatorname{Spin}(7)$ structure.

Take the same spinor and basis of $\mathbb{R}^{7}$ as the previous example. Consider the skew-symmetric endomorphism such that $\mathcal{E}\left(e_{2}\right)=e_{3}, \mathcal{E}\left(e_{4}\right)=e_{5}$ and $\mathcal{E}(X)=0$ on $\left\langle e_{2}, e_{3}, e_{4}, e_{5}\right\rangle^{\perp}$. The rank of this matrix is two and it is associated to $(0,1,1)$. Therefore, Theorem 1.49 guarantees that $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ admits both a parallel and a mixed $\operatorname{Spin}(7)$ structure. The matrix of the endomorphism $\exp \left(t \mathcal{E}_{2}\right)$ in the previous basis is:

$$
\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \cos (t) & \sin (t) & 0 & 0 & 0 & 0 \\
0 & -\sin (t) & \cos (t) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \cos (t) & -\sin (t) & 0 & 0 \\
0 & 0 & 0 & \sin (t) & \cos (t) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

If $t \in \pi \mathbb{Z}$, the previous matrix has integers coefficients so that $\gamma=\pi \mathbb{Z} e_{0} \times{ }_{\epsilon}\left(\mathbb{Z} e_{1} \times \mathbb{Z} e_{2} \times\right.$ $\left.\cdots \times \mathbb{Z} e_{7}\right)$ is a subgroup. Moreover, $\Gamma \backslash G$ is a compact manifold with $\pi_{1}(\Gamma \backslash G)=\Gamma$ and inherits from $G$ both a parallel left-invariant $\operatorname{Spin}(7)$ structure and a mixed left-invariant one.

According to Remark 1.51 , this manifold is flat. It is the mapping torus of $\exp (\pi \mathcal{E}): X \rightarrow$ $X$, where $X$ is a 7 -torus. Indeed, since $\exp (\pi \mathcal{E})^{2}=\mathrm{Id}$, the 8 -torus is a 2 -fold connected covering of $\Gamma \backslash G$.

### 1.9 Balanced and locally conformally balanced structures on quasi abelian Lie algebras

In this section we focus on $\operatorname{Spin}(7)$ structures on quasi abelian nilpotent Lie algebras. As Corollary 1.50 states, a locally conformally parallel structure on a quasi abelian nilpotent Lie algebra is parallel. In fact, if a quasi abelian nilpotent Lie algebra admits a parallel structure, then it is flat; this implies that the Lie algebra is abelian. Therefore, we search for quasi abelian nilpotent Lie algebras which admit a balanced structure. In addition, we introduce a special type of mixed structure, which we call locally conformally balanced and we analyze its existence on quasi abelian nilpotent Lie algebras.

A $\operatorname{Spin}(7)$ structure on a Riemannian manifold is locally conformally balanced if on each contractible neighbourhood there is a conformal change of the metric whose associated $\operatorname{Spin}(7)$ structure is balanced, that is:
Definition 1.53. A $\operatorname{Spin}(7)$ structure is locally conformally balanced if its Lee form is closed. In addition, if the Lee form is not exact, we say that it is strict locally conformally balanced.

Of course, balanced and locally conformally calibrated structures are locally conformally balanced. The interesting case is when the structure is mixed and the Lee form is not exact.

Remark 1.54. Our spinorial approach enables us to characterise locally conformally balanced structures. Let $V \in T M$ such that $D \eta=V \eta$. We compute the Dirac operator of $V$ as an element of $\mathrm{Cl}(M)$, that is, $D V=\sum_{i=1}^{7} X_{i} \nabla_{X_{i}} V$ for an orthonormal local basis ( $X_{0}, \ldots, X_{7}$ ):

$$
\begin{aligned}
D V & =\sum_{i, j=0}^{7} g\left(\nabla_{X_{i}} V, X_{j}\right) X_{i} X_{j}=\sum_{i<j}\left(g\left(\nabla_{X_{i}} V, X_{j}\right)-g\left(\nabla_{X_{j}} V, X_{i}\right)\right) X_{i} X_{j}-\sum_{i=0}^{7} g\left(\nabla_{X_{i}} V, X_{i}\right) \\
& =2 \sum_{i<j} d V^{*}\left(X_{i}, X_{j}\right) X_{i} X_{j}+\operatorname{div}(V) .
\end{aligned}
$$

The Lee form is $\frac{8}{7} V^{*}$; therefore the structure is locally conformally balanced if and only if $D V=\operatorname{div}(V)$.

If we focus on quasi abelian Lie algebras $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ with $h=0$, the problem of determining whether or not the Lee form of a structure is homothetic to a unit-length 1 -form $\theta$ becomes an eigenvalue problem.

As Proposition 1.48 states, the Lee form of the $\operatorname{Spin}(7)$ structure defined by $\eta$ is homothetic to a 1 -form $E^{*} \in \mathfrak{h}^{*}$ determined by the equation $\gamma{ }_{\mathfrak{h}} \eta=3 E \cdot{ }_{\mathfrak{h}} \eta$, where $\gamma$ is the 2 -form associated to the skew-symmetric part of $\mathcal{E}$. For a unit-length 1 -form $\theta$, the condition $\gamma \cdot \mathfrak{h} \eta=-\lambda \theta \cdot \mathfrak{h} \eta$ for some $\lambda \neq 0$ is equivalent to $(\theta \gamma-\lambda) \cdot \mathfrak{h} \eta=0$, that is, the endomorphism of $\Delta^{+}$given by $\phi \longmapsto \theta \cdot_{\mathfrak{h}} \gamma \cdot_{\mathfrak{h}} \phi$ has $\lambda$ as an eigenvalue.

This argument enables us to prove that if a nilpotent quasi abelian $\mathfrak{g}$ Lie algebra is decomposable, that is $\mathfrak{g}=\mathfrak{g}^{\prime} \oplus\langle W\rangle$ as Lie algebras, then $W$ is homothetic to the Lee form of a $\operatorname{Spin}(7)$ structure.

Lemma 1.55. Let $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ be a unimodular quasi abelian Lie algebra. If $\mathcal{E}_{24} \neq 0$ and $\mathcal{E}_{24}(W)=0$ for some unit-length vector $W \in \mathbb{R}^{7}$, then $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ admits a spinor $\eta$ whose associated $\operatorname{Spin}(7)$ structure has Lee form homothetic to $W^{*}$.

In particular, if a decomposable quasi abelian Lie algebra $\mathfrak{g}=\mathfrak{g}^{\prime} \oplus\langle W\rangle$ is non-abelian and nilpotent, it admits a $\operatorname{Spin}(7)$ structure whose Lee form is homothetic to $W^{*}$.

Proof. First note that $\gamma \in \Lambda^{2}\left\langle W^{*}\right\rangle^{\perp}$ so that $\left(W^{*} \gamma\right) \cdot \mathfrak{h} \phi=\left(W^{*} \wedge \gamma\right) \cdot \mathfrak{h} \phi$ for all $\phi \in \Delta^{+}$. But the product by an element of $\Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}$ is a symmetric endomorphism of $\Delta^{+}$. Therefore, the condition $\mathcal{E}_{24} \neq 0$ guarantees the existence of a non-zero eigenvalue of the product by $W^{*} \wedge \gamma$ and therefore, a spinor $\eta$ whose associated $\operatorname{Spin}(7)$ structure has Lee form homothetic to $W^{*}$.

Suppose that a decomposable quasi abelian Lie algebra $\mathfrak{g}=\mathfrak{g}^{\prime} \oplus\langle W\rangle$ is non-abelian and nilpotent. It is straightforward to check that $W$ lies in the abelian ideal $\mathfrak{h}$. Thus, if we take a metric $g$ with $e_{0}$ perpendicular to $\mathfrak{h}$ and $W$ perpendicular to $\mathfrak{h} \cap \mathfrak{g}^{\prime}$ then $(\mathfrak{g}, g)$ is identified in terms of Lemma 1.45 with a pair $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ such that $\mathcal{E}_{24}(W)=0$. In addition, $\mathcal{E}_{24} \neq 0$ because the algebra is non-abelian and nilpotent.

A more detailed analysis of the eigenvalue problem provides the following result:
Lemma 1.56. Let $\left(\mathbb{R}^{8}, \mathcal{E}\right)$ be a unimodular quasi abelian Lie algebra and suppose that $\mathcal{E}_{24}$ is associated to $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ as in Lemma 1.47 with $0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3}$ with $\lambda_{3} \leq \lambda_{1}+\lambda_{2}$. Then, each $\theta \in\left(\mathbb{R}^{7}\right)^{*}$ is homothetic to the Lee form of a $\operatorname{Spin}(7)$ structure.

Proof. Let $\theta$ in $\left(\mathbb{R}^{7}\right)^{*}$ and take $\left(X_{1}, \ldots, X_{7}\right)$ an orthonormal oriented basis of $\mathbb{R}^{7}$ such that:

$$
\begin{aligned}
\gamma & =\lambda_{1} X_{1}^{*} \wedge X_{2}^{*}+\lambda_{2} X_{3}^{*} \wedge X_{4}^{*}+\lambda_{3} X_{5}^{*} \wedge X_{6}^{*}, \\
\theta^{\sharp} & =\mu_{1} X_{1}+\mu_{3} X_{3}+\mu_{5} X_{5}+\mu_{7} X_{7} .
\end{aligned}
$$

To obtain such formulas we may diagonalize $\gamma$ as in Lemma 1.47. A rotation on each of the eigenspaces allows to obtain a basis $\left(X_{1}, X_{2}, \ldots, X_{7}\right)$ such that the projection of $\theta^{\sharp}$ to the plane $\left\langle X_{2 i-1}, X_{2 i}\right\rangle$ is parallel to $X_{2 i-1}$ for $1 \leq i \leq 3$.

Let $\rho$ be the representation of $\mathrm{Cl}_{7}$ constructed in the proof of Theorem 1.49 The characteristic polynomial of the matrix $\rho\left(\theta^{\sharp}\right) \rho\left(\lambda_{1} X_{1} X_{2}+\lambda_{2} X_{3} X_{4}+\lambda_{3} X_{5} X_{6}\right)$ is $p(t)=$ $\left(t^{4}+a_{2} t^{2}+a_{1} t+a_{0}\right)^{2}$, where:

$$
\begin{aligned}
& a_{0}=-\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)\left(-\lambda_{1}+\lambda_{2}+\lambda_{3}\right)\left(\lambda_{1}-\lambda_{2}+\lambda_{3}\right)\left(\lambda_{1}+\lambda_{2}-\lambda_{3}\right), \\
& a_{1}=8 \lambda_{1} \lambda_{2} \lambda_{3} \mu_{7}, \\
& a_{2}=-2\left(\mu_{1}^{2}\left(-\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}\right)+\mu_{3}^{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}+\lambda_{3}^{2}\right)+\mu_{5}^{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}-\lambda_{3}^{2}\right)+\mu_{7}^{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}\right)\right) .
\end{aligned}
$$

Therefore,

1. If $\lambda_{3}<\lambda_{1}+\lambda_{2}$ then $a_{0}<0$ so that $p(t)$ has a non-zero real root.
2. If $\lambda_{3}=\lambda_{1}+\lambda_{2}$ then $p(t)=t^{2}\left(t^{3}+a_{2} t+a_{1}\right)^{2}$ with $a_{2}<0$. Therefore, $p$ has a non-zero real root.

### 1.9.1 Quasi abelian nilpotent Lie algebras and $\operatorname{Spin}(7)$ structures

Quasi abelian nilpotent Lie algebras are classified by the adjoint action a vector which is transverse to the abelian ideal. Therefore, each isomorphism type is associated to a unique element of $\mathcal{N}_{7} / \mathrm{Gl}(7)$, where $\mathcal{N}_{7}$ is the set of nilpotent matrices of $\mathbb{R}^{7}$ and $\mathrm{Gl}(7)$ acts via conjugation. The orbits are matrices with the same Jordan normal form, and therefore, classified by the dimensions of those blocks. There are 15 types that we denote by $\left(n_{1}, \ldots, n_{k}\right)$ with $n_{i} \leq n_{i+1}$ and $\sum_{i=1}^{k} n_{i}=7$.

We determine those which admit a balanced $\operatorname{Spin}(7)$ structure or a $\operatorname{Spin}(7)$ structure with closed Lee form in the cohomology of the algebra. Note that the last type induces strict locally conformally balanced structures on each nilmanifold associated to the algebra because the cohomology of the algebra is isomorphic to the cohomology of any associated nilmanifold. In this context we say that the $\operatorname{Spin}(7)$ structure of a nilpotent Lie algebra is strict locally conformally balanced.

First of all observe that the abelian Lie algebra only admits parallel structures. Next, we analyze the algebras $L_{3} \oplus A_{5}$ and $L_{4} \oplus A_{4}$, where $L_{3}$ denotes the Lie algebra of the 3dimensional Heisenberg group, $L_{4}$ the unique irreducible 4-dimensional nilpotent Lie algebra and $A_{j}$ the $j$-dimensional abelian Lie algebra. In our previous notation, they are associated to ( $2,1,1,1,1,1$ ) and ( $3,1,1,1,1$ ).

Proposition 1.57. The Lie algebras $A_{4} \oplus L_{3}$ and $A_{3} \oplus L_{4}$ do not admit any balanced structure. However, both of them admit strict locally conformal balanced structures.

Proof. Let $\mathfrak{h}$ be an abelian ideal of $\mathfrak{g}$ and let $g$ be a metric. Take a vector $e_{0}$ orthogonal to $\mathfrak{h}$ and denote $\mathcal{E}=\left.\operatorname{ad}\left(e_{0}\right)\right|_{\mathfrak{h}}$. We write in both cases the endomorphism $\mathcal{E}$ with respect to a suitable orthonormal basis $\left(e_{1}, \ldots, e_{7}\right)$ of $\mathfrak{h}$ :

1. If $\mathfrak{g}=A_{4} \oplus L_{3}$ we can suppose that $\operatorname{ker}(\mathcal{E})=\left\langle e_{1}, \ldots, e_{6}\right\rangle$ and $\mathcal{E}\left(e_{7}\right)=-\lambda e_{6}$ for some $\lambda \neq 0$. Thus, $\gamma=\lambda e^{67}$ so that $\gamma \eta \neq 0$ for all $\eta$.
2. If $\mathfrak{g}=A_{3} \oplus L_{4}$ we can suppose that $\operatorname{ker}(\mathcal{E})=\left\langle e_{1}, \ldots, e_{5}\right\rangle, \mathcal{E}\left(e_{6}\right)=-\lambda_{1} e_{5}$ and $\mathcal{E}\left(e_{7}\right)=$ $-\lambda_{2} e_{4}-\lambda_{3} e_{5}-\lambda_{4} e_{6}$, where $\lambda_{1} \lambda_{4} \neq 0$. Thefore, $\gamma=\lambda_{1} e^{56}+\left(\lambda_{2} e^{4}+\lambda_{3} e^{5}\right) \wedge e^{7}+\lambda_{4} e^{67}$. The spinor $\lambda_{4} e^{67} \eta$ is non-zero and orthogonal to $\left(\lambda_{1} e^{56}+\left(\lambda_{2} e^{4}+\lambda_{3} e^{5}\right) \wedge e^{7}\right) \eta$. Therefore, $\gamma \eta \neq 0$ for all $\eta$.

The existence of strict locally conformally balanced structures is a consequence of Lemma 1.55

Now, we focus on types associated to matrices with two different Jordan blocks of dimension greater than 1 , which are $(5,2),(4,3),(4,2,1),(3,3,1),(3,2,2),(3,2,1,1),(2,2,2,1)$ and (2,2,1,1,1).

Proposition 1.58. Nilpotent quasi abelian Lie algebras with two different Jordan blocks of dimension greater than 1 admit a metric with both a balanced and a strict locally conformally balanced $\operatorname{Spin}(7)$ structure.

Proof. Let $e_{0}$ be transversal to the abelian ideal $\mathfrak{h}$ and observe that there is a splitting $\mathfrak{h}=\mathfrak{h}_{1} \oplus \mathfrak{h}_{2} \oplus \mathfrak{h}_{3}$ with $\operatorname{dim} \mathfrak{h}_{2} \in\{2,3\}, \mathfrak{h}_{3}$ abelian and $\operatorname{ad}\left(e_{0}\right)\left(\mathfrak{h}_{i}\right) \subset \mathfrak{h}_{i}$. Observe that $\mathfrak{h}_{3}$ may be $\{0\}$. We consider a metric $g$ which makes $e_{0}$ perpendicular to $\mathfrak{h}$ and $\left.g\right|_{\mathfrak{h}}=g_{1}+g_{2}+g_{3}$ where $g_{i}$ are metrics on $\mathfrak{h}_{i}$.

Therefore $\mathcal{E}$ is a block matrix $\left(\begin{array}{ccc}\mathcal{E}_{1} & 0 & 0 \\ 0 & \mathcal{E}_{2} & 0 \\ 0 & 0 & 0\end{array}\right)$ with respect to an orthonormal basis adapted to the splitting $\mathfrak{h}=\mathfrak{h}_{1} \oplus \mathfrak{h}_{2} \oplus \mathfrak{h}_{3}$.

Obviously, for each $\lambda>0$ there exists an upper triangular matrix of dimension 2 or 3 , conjugated to a Jordan block of dimension 2 or 3, such that its skew-symmetric part has eigenvalues $\pm \lambda i$ or $0, \pm \lambda i$. Therefore, once obtained the eigenvalues of the skew-symmetric part of $\mathcal{E}_{1}$ with respect to any metric $g_{1}$ we can change $g_{2}$ so that $g$ satisfies the balanced condition.

Except for $(2,2,1,1,1),(3,2,1,1)$ and $(3,3,1)$, we can change $g_{1}$ so that the skewsymmetric part of $\mathcal{E}_{1}$ has two different eigenvalues. Lemma 1.56 ensures the existence of strict locally conformally balanced structures. Finally, the algebras considered except $(5,2)$ and $(4,3)$ satisfy that $\mathcal{E}_{24}(W)=0$ for some non-zero vector $W$ so that Lemma 1.55 ensures the existence of a strict locally conformally balanced structure associated to the metric that we defined previously.

Remark 1.59. A similar construction ensures the existence of metrics without associated balanced structures that admit strict locally conformally balanced structures.

Finally we analyze the case of the algebras associated to $(4,1,1,1),(5,1,1),(6,1),(7)$.
Proposition 1.60. The quasi abelian nilpotent Lie algebras associated to $(4,1,1,1),(5,1,1)$, $(6,1),(7)$ have both a balanced and a strict locally conformally balanced $\operatorname{Spin}(7)$ structure.

Proof. Lemma 1.55 guarantees the existence of strict locally conformally balanced structures in the algebras associated to $(4,1,1,1),(5,1,1),(6,1)$. We prove that all of them admit a balanced structure giving an explicit example of an structure of the type $\left(\mathbb{R}^{8}, \mathcal{E}\right)$. In the case of $(7)$, we have $\operatorname{dim}\left(\mathcal{E}_{24}\left(\mathbb{R}^{7}\right)=6\right.$ so that the same metric also admits a strict locally conformally balanced $\operatorname{Spin}(7)$ structure as Lemma 1.56 states. Define:

$$
\mathcal{E}=-\left(\begin{array}{ccccccc}
0 & a & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & b & 0 & c & 0 & 0 \\
0 & 0 & 0 & c & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 1+a & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1+b \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

If $a=b=c=0$, the Lie algebra is associated to $(4,1,1,1)$, if $a=b=0$ and $c \neq 0$ to $(5,1,1)$, if $a=0, b \neq 0$ and $c \neq 0$ to $(6,1)$ and if $a \neq 0, b \neq 0$ and $c \neq 0$, to (7). The skew-symmetric part of $\mathcal{E}$ is associated to the 2 -form:

$$
\gamma=a e^{12}+b e^{23}+c e^{25}+c e^{34}-e^{45}-e^{47}+(1+a) e^{56}+(1+b) e^{67}
$$

Let $\eta$ be the spinor whose associated 4 -form is the standard $\operatorname{Spin}(7)$ form $\Omega_{0}$. Then, the equality $\gamma \eta=0$ follows from the equalities:

$$
e^{67} \eta=e^{45} \eta, \quad e^{56} \eta=e^{47} \eta, \quad e^{34} \eta=-e^{25} \eta, \quad e^{23} \eta=-e^{67} \eta, \quad e^{12} \eta=-e^{56} \eta
$$

Our discussion proves:
Theorem 1.61. 1. Every $\operatorname{Spin}(7)$ structure on the abelian Lie algebra $A_{8}$ is parallel.
2. The Lie algebras $\mathfrak{g}=A_{5} \oplus L_{3}$ or $\mathfrak{g}=A_{3} \oplus L_{4}$ admit strict locally conformally balanced Spin(7) structures. They do not admit balanced $\operatorname{Spin}(7)$ structures.
3. The rest of quasi abelian nilpotent Lie algebras admit a balanced structure and a strict locally conformally balanced structure.

# Spin-HARMONIC STRUCTURES AND NILMANIFOLDS 

Giovanni Bazzoni, Lucía Martín-Merchán, Vicente Muñoz


#### Abstract

We introduce spin-harmonic structures, a class of geometric structures on Riemannian manifolds of low dimension which are defined by a harmonic unit-length spinor. Such structures are related to $\mathrm{SU}(2)(\operatorname{dim}=4,5), \mathrm{SU}(3)(\operatorname{dim}=6)$ and $\mathrm{G}_{2}(\operatorname{dim}=7)$ structures; in dimension 8 , a spin-harmonic structure is equivalent to a balanced $\operatorname{Spin}(7)$ structure. As an application, we obtain examples of compact 8-manifolds endowed with non-integrable Spin(7) structures of balanced type.
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### 2.1 Introduction

In 1980 Thomas Friedrich proved a remarkable inequality involving the scalar curvature of a compact, spin Riemannian manifold and the first eigenvalue of the Dirac operator, see [53]. This triggered a deep analysis of spin Riemannian manifolds; particular emphasis was put on which compact manifolds admitted parallel, twistor or Killing spinors, see for instance [7, 9, 92]. In particular, it was soon clarified that Riemannian manifolds endowed with a parallel spinor are related to Riemannian manifolds with special holonomy, i.e. Riemannian manifolds whose Riemannian holonomy is contained in $\operatorname{SU}(m), \operatorname{Sp}(k), \mathrm{G}_{2}$ or $\operatorname{Spin}(7)$; notice that the Ricci curvature of a compact Riemannian manifold endowed with a parallel spinor vanishes.

Relaxing the requirement to have a parallel spinor, it was later shown that many nonintegrable G structures, $\mathrm{G} \subset \mathrm{SO}(n)$ being a closed subgroup, can be understood in terms of nowhere vanishing spinors, generalizing the case of parallel spinors. For instance, in [1 the authors described $\mathrm{SU}(3)$ and $\mathrm{G}_{2}$ structures in dimensions 6 and 7 respectively using a unitlength spinor. Not only does the spinorial approach offer an alternative framework for telling apart different classes of such structures, but also provides a unifying language showing how the same spinor is responsible for the emerging of both structures.
$\mathrm{SU}(2)$ structures in dimension 5 have been introduced by Conti and Salamon in 35] and classified by Bedulli and Vezzoni in [16] in terms of the exterior derivatives of the corresponding defining forms - see Section 2.4. In [35], the study of $\mathrm{SU}(2)$ structures in dimension 5 was certainly motivated by spinors, concretely, generalized Killing spinors. However, no spinorial description of such structures is available; the first goal of this paper is to tackle this question. We do this in Section 2.4

As for $\operatorname{Spin}(7)$ structures on 8 -dimensional manifolds, they can be described in terms of a triple cross product on each tangent space; an equivalent description can be given in terms of the so-called fundamental 4 -form $\Omega$. The different types of $\operatorname{Spin}(7)$ structures were classified by Fernández in 43 using the triple cross product: there exist two pure classes, called balanced and locally conformally parallel. An equivalent classification is obtained by considering the fundamental form: balanced $\operatorname{Spin}(7)$ structures are characterized by the equation $\star(d \Omega) \wedge \Omega=0$, while the 4 -form of a locally conformally parallel $\operatorname{Spin}(7)$ structure satisfies $d \Omega=\theta \wedge \Omega$ for a closed 1 -form $\theta$, called the Lee form. In [69] Ivanov discovered that the unit-length spinor which characterizes balanced $\operatorname{Spin}(7)$ structures is harmonic, that is, it lies in the kernel of the Dirac operator $I D$, but gave no further application of this fact. Notice that Hitchin proved in [67] than every compact spin 8-manifold carries a harmonic spinor; not much is known, however, about zeroes of harmonic spinors (see [8).

A systematic spinorial approach to $\operatorname{Spin}(7)$, along the lines of [1], was taken by the second author in [86]. In particular, the observation that balanced $\operatorname{Spin}(7)$ structures are equivalent to unit-length harmonic spinors was exploited in [86] to construct examples of balanced $\operatorname{Spin}(7)$ structures on 8 -dimensional nilmanifolds and solvmanifolds. There it became clear that the spinorial approach has some practical advantages over the "classical" one, which uses the 4 -form. The principle we follow in this paper is that albeit both the equation $D \eta=0$ for a unit-length spinor and the equation $\star(d \Omega) \wedge \Omega=0$ for a 4 -form are non-linear, the first one seems to be more tractable, at least if one is interested in constructing examples of balanced $\operatorname{Spin}(7)$ structures on compact quotients of simply connected nilpotent and solvable Lie groups, that is, on nilmanifolds and solvmanifolds.

Indeed, the second goal of this paper is to construct examples of balanced $\operatorname{Spin}(7)$ structures on 8 -dimensional nilmanifolds. The first known example of such a structure is a nilmanifold described by Fernández in [46]. Further examples are discussed in [69, 82]. Notice that the classification of 8 -dimensional nilpotent Lie algebras is not known. Even if it were, however, it is not immediately clear how to sift through them in order to find those admitting balanced $\operatorname{Spin}(7)$ structures (for instance, the balanced condition is not of cohomological type).

We describe briefly the idea behind the construction. As we pointed out, it is very natural to consider $\operatorname{Spin}(7)$ structures in dimension 8 defined by a chiral unit-length harmonic spinor. Nothing hinders, however, to consider $\mathrm{G}_{2}, \mathrm{SU}(3)$ and $\mathrm{SU}(2)$ structures in dimensions 7,6 and 5 respectively, such that the defining spinor is harmonic. Using the spinorial approach of [1], one can precisely track which classes of $\mathrm{G}_{2}$ and $\mathrm{SU}(3)$ are defined by harmonic spinors; moreover, our spinorial description also allows to pinpoint which classes of $\mathrm{SU}(2)$ structures arise from a harmonic spinor. While $\operatorname{Spin}(7)$ structures defined by a harmonic spinor form a pure class, the same is not true in lower dimensions; for instance, in dimension 5, the requirement to be harmonic for the corresponding spinor turns out to be quite loose.

Viceversa, beginning with an $\operatorname{SU}(2)$ structure on a 5 -manifold (resp. an $\mathrm{SU}(3)$ structure on a 6 -manifold, or a $\mathrm{G}_{2}$ structure on a 7 -manifold), defined by a harmonic spinor, one can multiply by a flat torus $T^{k}, k=3,2,1$, to obtain a $\operatorname{Spin}(7)$ structure in dimension 8 defined by a harmonic spinor, that is, a balanced structure.

In order to construct such examples, we need a formula for the Dirac operator acting on a particular class of spinors on a nilmanifold $\Gamma \backslash \mathrm{G}$; namely, we restrict to left-invariant
spinors, those which come from left-invariant spinors on the Lie group G; for more details, we refer the reader to Section 2.5. The following formula is obtained in Proposition 2.41 and expresses the Dirac operator on invariant spinors in a purely algebraic way:

$$
4 \not D \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi .
$$

In Section 2.6 we rely on the existing classification of nilpotent Lie algebras up to dimension 6 (see for instance [13]) for solving the equation $D \eta=0$ in the space of left-invariant spinors on low dimensional nilmanifolds. In particular, we show which metric nilpotent Lie algebras in dimensions 4, 5, and 6 admit a harmonic spinor - see Theorems 2.49, 2.53 and [2.58, and Subsection 2.6.3. We point out here that, although the proof is achieved by a case-by-case analysis, ours is the first systematic spinorial approach to the study of geometric structures on nilmanifolds.

This paper is organized as follows: in Section 2.2 we review the necessary preliminaries on Clifford algebras and spinor bundles. Section 2.3 reviews the spinorial description of $\operatorname{Spin}(7)$, $\mathrm{G}_{2}$ and $\mathrm{SU}(3)$ structures; we introduce the notion of a spin-harmonic geometric structure, that is, a geometric structure defined by a harmonic unit-length spinor. In Section 2.4 we carry out the spinorial classification of $\operatorname{SU}(2)$ structures on 5 -manifolds. In Section 2.5 we consider left-invariant spinors on simply connected Lie groups, finding a general formula for the Dirac operator - see Proposition 2.41 - which we specialize to the case of nilpotent and (a certain kind of) solvable Lie groups. Using this formula, in Section 2.6 we tackle nilpotent Lie algebras (and nilmanifolds) in dimensions 4, 5, and 6. In dimension 4, a non-abelian nilpotent Lie algebra admits no metric with harmonic spinors. In dimension 5 we classify metric nilpotent Lie algebras and determine those which admit harmonic spinors. Finally, in dimension 6 , either we provide a metric on the Lie algebra which admits harmonic spinors, or we show that no such metric exists.
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### 2.2 Preliminaries

In this section we recall some basic aspects about the representation theory of Clifford algebras, in the real and the complex case, as well as generalities on spinor bundles; further details can be found in [54] and [79.

### 2.2.1 Representations of the real Clifford algebra

If $n \not \equiv 3(\bmod 4)$, the real Clifford algebra $\mathrm{Cl}_{n}$ of $\left(\mathbb{R}^{n}, \sum_{j=1}^{n} x_{j}^{2}\right)$ is isomorphic to the algebra of $l$-dimensional matrices with coefficients in the (skew) field $\mathbf{k}, \mathbf{k} \in\{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$; we denote this algebra by $\mathbf{k}(l)$. If $n \equiv 3(\bmod 4), \mathrm{Cl}_{n}$ is isomorphic to $\mathbf{k}(l) \oplus \mathbf{k}(l)$. In low dimensions, the following isomorphisms hold (see [79, Chapter 1, Theorem 4.3]):

- $\mathrm{Cl}_{1}=\mathbb{C}$;
- $\mathrm{Cl}_{2}=\mathbb{H} ;$
- $\mathrm{Cl}_{3}=\mathbb{H} \oplus \mathbb{H} ;$
- $\mathrm{Cl}_{4}=\mathbb{H}(2)$;
- $\mathrm{Cl}_{5}=\mathbb{C}(4)$;
- $\mathrm{Cl}_{6}=\mathbb{R}(8)$;
- $\mathrm{Cl}_{7}=\mathbb{R}(8) \oplus \mathbb{R}(8) ;$
- $\mathrm{Cl}_{8}=\mathbb{R}(16)$.

Isomorphisms in higher dimensions are determined by the property $\mathrm{Cl}_{n+8}=\mathrm{Cl}_{n} \otimes \mathrm{Cl}_{8}$. As a consequence, there is a unique equivalence class of irreducible representations of $\mathrm{Cl}_{n}$ if $n \not \equiv 3(\bmod 4)$ and two different ones if $n \equiv 3(\bmod 4)$; these are determined by the image of the volume form, which can be I or -I [79, Chapter 1, Proposition 5.9].

By construction, the even part of the Clifford algebra $\mathrm{Cl}_{n}$, denoted $\mathrm{Cl}_{n}^{0}$, is isomorphic to the Clifford algebra $\mathrm{Cl}_{n-1}$; using this, one can construct irreducible representations of $\mathrm{Cl}_{n-1}$ from irreducible representations of $\mathrm{Cl}_{n}$ by using the following result, which is essentially a reformulation of [79, Chapter 1, Proposition 5.12].

Proposition 2.1. Let $W$ be a $\mathbf{k}$-vector space and let $\rho_{n}: \mathrm{Cl}_{n} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$ be an irreducible representation. Write $\mathbb{R}^{n}=\mathbb{R}^{n-1} \oplus \mathbb{R}$, where the second factor is generated by a unit-length vector $e_{n}$, and denote by $i_{n-1}: \mathrm{Cl}_{n-1} \rightarrow \mathrm{Cl}_{n}^{0}$ the extension to $\mathrm{Cl}_{n-1}$ of the map $\mathbb{R}^{n-1} \rightarrow \mathrm{Cl}_{n}^{0}$, $v \mapsto v e_{n}$; define $\rho_{n-1}=\rho_{n} \circ i_{n-1}: \mathrm{Cl}_{n-1} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$. Then,

1. If $n \equiv 0(\bmod 4)$ the representation $\rho_{n-1}$ splits into two irreducible representations $\rho_{n-1}^{ \pm}$, that are inequivalent. These are the eigenspaces $W^{ \pm}$of the endomorphism $\rho_{n}\left(\nu_{n}\right): W \rightarrow W$, where $\nu_{n}$ is the volume form in $\mathbb{R}^{n}$.
2. If $n \equiv 1,2(\bmod 8)$, the representation $\rho_{n-1}$ splits into two irreducible equivalent representations.
3. If $n \equiv 3,5,6,7(\bmod 8)$, the representation $\rho_{n-1}$ is irreducible.

In this paper, we work with the following 6-dimensional real representation of $\mathrm{Cl}_{6}$ :

$$
\begin{array}{ll}
e_{1}=+E_{18}+E_{27}-E_{36}-E_{45}, & e_{4}=-E_{15}-E_{26}-E_{37}-E_{48}, \\
e_{2}=-E_{17}+E_{28}+E_{35}-E_{46}, & e_{5}=-E_{13}-E_{24}+E_{57}+E_{68}, \\
e_{3}=-E_{16}+E_{25}-E_{38}+E_{47}, & e_{6}=+E_{14}-E_{23}-E_{58}+E_{67},
\end{array}
$$

where the matrix $E_{i j}$ denotes the skew-symmetric endomorphism of $\mathbb{R}^{8}$ that maps the $i^{t h}$ vector of the canonical basis to the $j^{t h}$ one and is zero on the orthogonal complement.

### 2.2.2 Representations of the complex Clifford algebra

Let $\mathbb{C l}_{n}$ be the complex Clifford algebra of $\left(\mathbb{C}^{n}, \sum_{j=1}^{n} z_{j}^{2}\right)$. A construction of an irreducible representation of $\mathbb{C l}_{n}$ can be found in [54]. There exist a $2^{k}$-dimensional complex vector space $\Delta_{2 k}$ and isomorphisms

$$
\begin{aligned}
\kappa_{2 k} & : \mathbb{C l}_{2 k} \rightarrow \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right), \\
\tilde{\kappa}_{2 k+1} & : \mathbb{C l}_{2 k+1} \rightarrow \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right) \oplus \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right)
\end{aligned}
$$

Let $\operatorname{pr}_{1}: \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right) \oplus \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right) \rightarrow \operatorname{End}_{\mathbb{C}}\left(\Delta_{2 k}\right)$ be the projection onto the first summand. The complex representation of $\mathbb{C l}_{n}$ is defined as $\kappa_{n}$ if $n=2 k$ or $\mathrm{pr}_{1} \circ \tilde{\kappa}_{n}$ if $n=2 k+1$.

Then $\Delta_{2 k}$ is irreducible as a representation of $\mathbb{C l}_{n}$ and is used to define the complex spin representation: this is the restriction of $\kappa_{n}$ to $\operatorname{Spin}(n) \subset \mathbb{C l}_{n}^{0}$. This representation is faithful and irreducible if $n=2 k+1$; however, if $n=2 k$, it splits into two irreducible summands $\Delta_{2 k}^{ \pm}$, which are the eigenspaces of eigenvalue $\pm 1$ of the $\operatorname{Spin}(n)$-equivariant endomorphism $\kappa_{n}\left(\nu_{n}^{\mathbb{C}}\right)$, where $\nu_{n}^{\mathbb{C}}=\mathbf{i}^{k} \nu_{n}$.

Depending on the dimension, the complex vector space $\Delta_{2 k}$ is endowed with a real structure $\varphi$ or a quaternionic structure $\mathfrak{j}_{2}$. These are antilinear endomorphisms of $\Delta_{2 k}$ such that $\varphi^{2}=\mathrm{I}$ and $\mathrm{j}_{2}^{2}=-\mathrm{I}$; they commute or anticommute with the Clifford product, determining a real or quaternionic representation of $\operatorname{Spin}(n)$. The precise result is contained in the following proposition (see [54, Chapter 1]):

Proposition 2.2. Suppose $n=2 k+r$, with $r \in\{0,1\}$.

1. If $k \equiv 0,3(\bmod 4)$, then $\Delta_{2 k}$ has a real structure $\varphi$ with $\varphi \circ \kappa_{n}(v)=(-1)^{k+1} \kappa_{n}(v) \circ \varphi$ for any $v \in \mathbb{R}^{n}$.
2. If $k \equiv 1,2(\bmod 4)$, then $\Delta_{2 k}$ has a quaternionic structure $\mathrm{j}_{2}$ that satisfies $\mathrm{j}_{2} \circ \kappa_{n}(v)=$ $(-1)^{k+1} \kappa_{n}(v) \circ \mathrm{j}_{2}$ for any $v \in \mathbb{R}^{n}$.

If $\Delta_{2 k}$ is decomposable as a $\operatorname{Spin}(n)$ representation, then

- $\varphi\left(\Delta_{8 p}^{ \pm}\right)=\Delta_{8 p}^{ \pm}$;
- $\mathrm{j}_{2}\left(\Delta_{8 p+2}^{ \pm}\right)=\Delta_{8 p+2}^{\mp}$;
- $\varphi\left(\Delta_{8 p+6}^{ \pm}\right)=\Delta_{8 p+6}^{\mp}$;
- $\mathrm{j}_{2}\left(\Delta_{8 p+4}^{ \pm}\right)=\Delta_{8 p+4}^{ \pm}$.

We denote also by $\left(\Delta_{8 p}^{+}\right)_{ \pm},\left(\Delta_{8 p}^{-}\right)_{ \pm}$and $\left(\Delta_{8 p+6}\right)_{ \pm}$the eigenspaces of eigenvalue $\pm 1$ of $\varphi$ on $\Delta_{8 p}^{+}, \Delta_{8 p}^{-}$and $\left(\Delta_{8 p+6}\right)_{ \pm}$respectively. If $n=8 p+q$ with $0 \leq q \leq 7$ then $\mathrm{Cl}_{n}$ is isomorphic via $\tilde{\kappa}_{n}$ if $k \equiv 1(\bmod 2)$, or via $\kappa_{n}$ otherwise, to:

$$
\begin{array}{ll}
q=0: \operatorname{End}_{\mathbb{R}}\left(\left(\Delta_{8 p}^{+}\right)_{+} \oplus\left(\Delta_{8 p}^{-}\right)-\right), & q=4: \operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+4}\right), \\
q=1: \operatorname{End}_{\mathbb{C}}\left(\Delta_{8 p}\right), & q=5: \operatorname{End}_{\mathbb{C}}\left(\Delta_{8 p+4}\right), \\
q=2: \operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+2}\right), & q=6: \operatorname{End}_{\mathbb{R}}\left(\left(\Delta_{8 p+6}\right)_{+}\right), \\
q=3: \operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+2}\right) \oplus \operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+2}\right), & q=7: \operatorname{End}_{\mathbb{R}}\left(\left(\Delta_{8 p+6}\right)_{+}\right) \oplus \operatorname{End}_{\mathbb{R}}\left(\left(\Delta_{8 p+6}\right)_{+}\right) .
\end{array}
$$

Remark 2.3. If $n \equiv 2,3(\bmod 8)$ then $\mathrm{j}_{2}$ is a quaternionic structure that commutes with the Clifford product and if $n \equiv 4(\bmod 8)$ then $\nu_{4} j_{2}$ has the same property. That explains the notations $\operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+2}\right)$ and $\operatorname{End}_{\mathbb{H}}\left(\Delta_{8 p+4}\right)$.

In addition, the representation $\Delta_{2 k}$ is equipped with a hermitian product $h$ that makes the Clifford product by vectors on $\mathbb{R}^{2 k}$ and $\mathbb{R}^{2 k+1}$ a skew-symmetric endomorphism. We construct from it a scalar product on the irreducible representation of the Clifford algebra using standard results of real and quaternionic structures on irreducible representations applied to the $\operatorname{Spin}(2 k+1)$ module $\Delta_{2 k}$.

1. If $k \equiv 0,3(\bmod 4)$ the restriction of $h$ to $\left(\Delta_{2 k}\right)_{ \pm}$is real valued. Moreover, the spaces $\Delta_{2 k}^{ \pm}$are orthogonal if $k \equiv 0(\bmod 4)$ because the multiplication by $\nu_{n}^{\mathbb{C}}$ is a unitary transformation.
2. If $k \equiv 1,2(\bmod 4)$ then $h\left(\mathrm{j}_{2} \phi, \mathrm{j}_{2} \eta\right)=\overline{h(\phi, \eta)}$, hence $\mathrm{j}_{2}$ is an isometry for the real part of $h$.

In both cases, we denote by $\langle\cdot, \cdot\rangle$ the real part of $h$.

### 2.2.3 Spinor bundles

Let $(M, g)$ be an oriented $n$-dimensional spin manifold and let $\operatorname{Ad}: \mathrm{P}_{\mathrm{Spin}}(M) \rightarrow \mathrm{P}_{\mathrm{SO}}(M)$ be a spin structure. Let $W$ be a $\mathbf{k}$ vector space and $\rho_{n}: \mathrm{Cl}_{n} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$ an irreducible representation. Recall that for $n \equiv 0(\bmod 4)$ there is a splitting $W=W^{+} \oplus W^{-}$into $\operatorname{Spin}(n)$ irreducible representations (see Proposition 2.1).

Definition 2.4. A real spinor bundle over $M$ is $\Sigma(M)=\mathrm{P}_{\mathrm{Spin}}(M) \times \rho_{n} W$, for an irreducible representation $\rho_{n}: \mathrm{Cl}_{n} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$. If $n \equiv 0(\bmod 4)$, the positive and negative subbundles are $\Sigma^{ \pm}(M)=\mathrm{P}_{\text {Spin }}(M) \times \rho_{n} W^{ \pm}$.

Let $\mathrm{Cl}(M)$ denote the bundle whose fiber over $p \in M$ is the Clifford algebra of $\left(T_{p} M, g_{p}\right)$; the spinor bundle is a $\mathrm{Cl}(M)$-module with the Clifford product by a vector field $X \in \mathfrak{X}(M)$ given by

$$
X[\tilde{F}, v]=\left[\tilde{F}, \sum_{i} X^{i} \rho_{n}\left(e_{i}\right) v\right] ;
$$

here $X^{i}$ are the coordinates of $X$ with respect to the orthonormal frame $F=\operatorname{Ad}(\tilde{F})$. The Clifford multiplication extends to $\Lambda^{k} T^{*} M$ in the following way:

- the product with a covector is defined by $X^{*} \phi=X \phi$, with canonical identification between the tangent and the cotangent bundle given by the metric: $X^{*}=g(X, \cdot)$.
- If the product is defined on $\Lambda^{l} T^{*} M$ when $l \leq k$, we define

$$
\left(X^{*} \wedge \beta\right) \phi=X(\beta \phi)+(i(X) \beta) \phi,
$$

where $i(X) \beta$ denotes the contraction, $\beta \in \Lambda^{k} T^{*} M$ and $X \in \mathfrak{X}(M)$. This product is extended linearly to $\Lambda^{k+1} T^{*} M$.

The relation among representations of $\mathrm{Cl}_{n}$ determine relations among spinor bundles. For instance, we have the following result:

Lemma 2.5. Let $(M, g)$ be an $n$-dimensional spin manifold with $n=8 p+8-m$ and $4 \leq m<8$. Consider the Riemannian manifold $\left(M \times \mathbb{R}^{m}, g+g_{m}\right)$, where $g_{m}$ is the canonical metric on $\mathbb{R}^{m}$ with orthonormal basis $\left(e_{n+1}, \ldots, e_{8 p+8}\right)$. Denote by $\mathrm{pr}_{1}: M \times \mathbb{R}^{m} \rightarrow M$ the canonical projection.

1. There is a bijection between spin structures on $M$ and spin structures on $M \times \mathbb{R}^{m}$.
2. The spinor bundles are related by $\Sigma^{+}\left(M \times \mathbb{R}^{m}\right)=\operatorname{pr}_{1}^{*} \Sigma(M)$ with Clifford product $X(\phi, t)=\left(X e_{n+1} \phi, t\right)$ for $X \in \mathfrak{X}(M)$.

Proof. Denote by $i: M \hookrightarrow M \times \mathbb{R}^{m}$ the canonical inclusion. First of all, $\mathrm{P}_{\mathrm{SO}}\left(M \times \mathbb{R}^{m}\right)=$ $\operatorname{pr}_{1}^{*} \mathrm{P}_{\mathrm{SO}}(M)$. Therefore, each spin structure on $M$ determines a spin structure on $M \times \mathbb{R}^{m}$ by $\mathrm{P}_{\text {Spin }}\left(M \times \mathbb{R}^{m}\right)=\operatorname{pr}_{1}^{*} \mathrm{P}_{\text {Spin }}(M) \times{ }_{\text {Spin }(n)} \operatorname{Spin}(8 p+8)$. Conversely, given a spin structure $\mathrm{P}_{\text {Spin }}\left(M \times \mathbb{R}^{m}\right)$ on $M \times \mathbb{R}^{m}$, we have that $i^{*}\left(\mathrm{P}_{\text {Spin }}\left(M \times \mathbb{R}^{m}\right)\right)$ is a $\operatorname{Spin}(8 p+8)$ structure. Taking the preimage of $\mathrm{P}_{\mathrm{SO}}(M) \subset \mathrm{P}_{\mathrm{SO}(8 p+8)}(M)$, we get a spin structure on $M$.

There is an isomorphism between the bundles $\mathrm{P}_{\text {Spin }}(M) \times \times_{\operatorname{Spin}(n)} W^{+}$and $\mathrm{P}_{\mathrm{Spin}}(M) \times_{\operatorname{Spin}(n)}$ $\operatorname{Spin}(8 p+8) \times_{\operatorname{Spin}(8 p+8)} W^{+}$, given by $[\tilde{F}, v] \mapsto[[\tilde{F}, 1], v]$. Thus, taking into account Proposition 2.1, we get $\Sigma^{+}\left(M \times \mathbb{R}^{m}\right)=\operatorname{pr}_{1}^{*} \Sigma(M)$.

The relation between Clifford products follows from the equality $\rho_{n}(v)=\rho_{8 p+8}\left(v e_{n+1}\right)$, for $v \in \mathbb{R}^{n}$; this is obtained using the definition of $\rho_{n}$ in Proposition 2.1 as follows:

$$
\rho_{n}(v)=\rho_{n+1}\left(v e_{n+1}\right)=\rho_{n+2}\left(v e_{n+2} e_{n+1} e_{n+2}\right)=\rho_{n+2}\left(v e_{n+1}\right)=\cdots=\rho_{8 p+8}\left(v e_{n+1}\right) .
$$

The scalar product $\langle\cdot, \cdot\rangle$ on $W$ defines a scalar product on the spinor bundle that we also denote by $\langle\cdot, \cdot\rangle$; the Clifford product with a vector field is a skew-symmetric endomorphism. The Levi-Civita connection $\bar{\nabla}$ of $g$ induces a connection $\nabla$ on the spinor bundle which is $\langle\cdot, \cdot\rangle$-metric and acts as a derivation with respect to the Clifford product with a vector field. Moreover, the complex and quaternionic structures on $W$ determine complex and quaternionic structures on the spinor bundle, which are isometries of $\langle\cdot, \cdot\rangle$ and parallel with respect to $\nabla$.

Definition 2.6. The Dirac operator is the differential operator $\not D: \Gamma(\Sigma(M)) \rightarrow \Gamma(\Sigma(M))$ given locally by the expression

$$
\not D \phi=\sum_{i=1}^{n} X_{i} \nabla_{X_{i}} \phi,
$$

where $\left(X_{1}, \ldots, X_{n}\right)$ is a local orthonormal frame of $M$.
Definition 2.7. A spinor $\eta \in \Gamma(\Sigma(M))$ is called harmonic if $\triangle \eta \eta=0$.
There is a relation between positive harmonic spinors in different dimensions; we follow the notation of Lemma 2.5)

Lemma 2.8. For $m \in\{1,2,3,4\}$, let $(M, g)$ be an $(8 p-m)$-dimensional spin Riemannian manifold. Let $\phi$ be a unit-length harmonic spinor of $M$. Then, $\eta=\operatorname{pr}_{1}^{*} \phi$ is a unit-length harmonic spinor on $M \times \mathbb{R}^{m}$.

Proof. Let ( $X_{1}, \ldots, X_{n}$ ) be a local orthonormal frame of $T M$ and let ( $e_{n+1}, \ldots, e_{8 p+8}$ ) be an orthonormal basis of $\mathbb{R}^{m}$; observe that $\bar{\nabla}_{X_{i}}^{M \times \mathbb{R}^{m}} X_{j}=\bar{\nabla}_{X_{i}}^{M} X_{j}, \bar{\nabla}_{e_{i}}^{M \times \mathbb{R}^{m}} X_{j}=\bar{\nabla}_{X_{j}}^{M \times \mathbb{R}^{m}} e_{i}=0$ and $\nabla_{e_{i}}^{\mathbb{R}^{m}} e_{j}=0$. Therefore, $\nabla_{X_{i}}^{M \times \mathbb{R}^{m}} \eta=\operatorname{pr}_{1}^{*}\left(\nabla_{X_{i}}^{M} \phi\right)$ and $\nabla_{e_{i}}^{M \times \mathbb{R}^{m}} \eta=0$. From the relation between $\Sigma(M)$ and $\Sigma^{+}\left(M \times \mathbb{R}^{m}\right)$ proved in Lemma 2.5 we deduce:

$$
e_{n+1} \not D \eta=\sum_{i=1}^{n} e_{n+1} X_{i} \nabla_{X_{i}}^{M \times \mathbb{R}^{m}} \eta=-\operatorname{pr}_{1}^{*} \not D \phi .
$$

The spinor $\eta$ is harmonic because the multiplication by $e_{n+1}$ is an isometry.

### 2.3 Spinors and geometric structures

The purpose of this paper is to study geometric structures defined by unit-length harmonic spinors on Riemannian manifolds. This is interesting because a unit-length harmonic spinor defines different geometric structures according to the dimensions. We shall focus on dimensions $4,5,6,7$ and 8 . In these dimensions, the relation between unit-length spinors and geometric structures on manifolds is summarized in the following result:

Proposition 2.9. Let $\rho_{n}: \mathrm{Cl}_{n} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$ an irreducible representation and let $\eta \in W$ be a unit-length spinor.

1. If $n=8$ and $\eta \in W^{ \pm}$then $\operatorname{Stab}_{\operatorname{Spin}(8)}(\eta)=\operatorname{Spin}(7)$.
2. If $n=7$ then $\operatorname{Stab}_{\operatorname{Spin}(7)}(\eta)=\mathrm{G}_{2}$.
3. If $n=6$ then $\operatorname{Stab}_{\operatorname{Spin}(6)}(\eta)=\mathrm{SU}(3)$.
4. If $n=5$ then $\operatorname{Stab}_{\operatorname{Spin}(5)}(\eta)=\operatorname{SU}(2)$.
5. If $n=4$ then $\operatorname{Stab}_{\operatorname{Spin}(4)}(\eta)=\mathrm{SU}(2)$.

This proposition means that a unit-length spinor in dimension 8 determines a $\operatorname{Spin}(7)$ structure on the underlying manifold, and similarly for the other dimensions.

Motivated by Definition 2.7, we give the following definition:
Definition 2.10. Let $(M, g)$ be a Riemannian spin manifold of dimension $n \in\{4, \ldots, 8\}$, and let $\eta \in \Gamma(\Sigma(M))$ be a unit-length section. We say that $\eta$ determines a spin-harmonic structure on $M$ if $\not D \eta=0$. Moreover, if $n \equiv 0(\bmod 4)$, we say that the spin-harmonic structure is positive or negative if $\eta \in \Gamma\left(\Sigma^{ \pm}(M)\right)$.

Remark 2.11. For dimensions $n>8$, the action of $\operatorname{Spin}(n)$ on the sphere of unit-length spinors is not transitive. Therefore the stabilizers of the spinors may be different groups, so it makes no sense to define a geometric structure via a unit-length spinor unless we require the constancy of the stabilizer (this happens for instance when one has a parallel spinor).

From now on, we denote a generic spinor by $\phi$ and a fixed unit-length spinor by $\eta$.
More precisely, our motivation is constructing 8 -dimensional nilmanifolds with invariant balanced $\operatorname{Spin}(7)$ structures. As we shall see later, these structures are characterized by the presence of a positive spin-harmonic structure. Lemma 2.8 guarantees that if $n \in\{4,5,6,7\}$, $M$ is an $n$-dimensional spin manifold with a spin-harmonic structure and $T^{8-n}$ is an $(8-n)$ dimensional flat torus, then $M \times T^{8-n}$ has a $\operatorname{Spin}(7)$ balanced structure. In section 2.6 we construct such spin-harmonic structures on low dimensional nilmanifolds.

Spin-harmonic structures have already appeared, under disguise, in the papers [1] and [86]; we proceed to review the relevant results and to relate spin-harmonic structures with the different kinds of $\operatorname{Spin}(7), \mathrm{G}_{2}$ and $\mathrm{SU}(3)$ structures. There is no spinorial description of $\operatorname{SU}(2)$ structures in dimension 5; we carry out this classification in Section 2.4 . We do not study the condition in dimension 4 ; in fact, as we shall see in Theorem 2.49, there are no invariant harmonic spinors on 4-dimensional nilmanifolds.

### 2.3.1 Positive spin-harmonic $\operatorname{Spin}(7)$ structures in dimension 8

Let $(M, g)$ be an 8 -dimensional Riemannian manifold; a $\operatorname{Spin}(7)$ structure is characterized by the presence of a triple cross product on each tangent space; in turn, this is determined by a 4 -form $\Omega$ (see [104, Definition 6.13]).

As usual, a way to measure the lack of integrability of a geometric structure is provided by its intrinsic torsion (see [105]). In this case, the intrinsic torsion of a $\operatorname{Spin}(7)$ structure is a section of the bundle $T^{*} M \otimes \mathfrak{s p i n}(7)^{\perp}$, which is isomorphic to $\Lambda^{3} T^{*} M$ via the alternating map. The Hodge star defines an isomorphism $\star: \Lambda^{3} T^{*} M \rightarrow \Lambda^{5} T^{*} M$. Therefore, the different classes of $\operatorname{Spin}(7)$ structures are determined by the exterior derivative of $\Omega$.

For a fixed $\operatorname{Spin}(7)$ form $\Omega$ on $\mathbb{R}^{8}$, the decomposition of the space of 3 -forms of $\mathbb{R}^{8}$ into irreducible $\operatorname{Spin}(7)$ invariant subspaces is given by (see [104, Theorem 9.8]):

$$
\Lambda^{3}\left(\mathbb{R}^{8}\right)^{*}=\Lambda_{8}^{3}\left(\mathbb{R}^{8}\right)^{*} \oplus \Lambda_{48}^{3}\left(\mathbb{R}^{8}\right)^{*} .
$$

where $\Lambda_{8}^{3}\left(\mathbb{R}^{8}\right)^{*}=i\left(\mathbb{R}^{8}\right) \Omega$ and $\Lambda_{48}^{3}\left(\mathbb{R}^{8}\right)^{*}=\left\{\tau \in \Lambda^{3}\left(\mathbb{R}^{8}\right)^{*} \mid \tau \wedge \Omega=0\right\}$. We denoted by $\Lambda_{l}^{k}\left(\mathbb{R}^{8}\right)^{*}$ an $l$-dimensional invariant subspace of $\Lambda^{k}\left(\mathbb{R}^{8}\right)^{*}$; moreover, the induced bundle on $M$ is denoted by $\Lambda_{l}^{k} T^{*} M$. According to this discussion, there exist $\tau_{1} \in \Lambda^{1} T^{*} M$ and $\tau_{3} \in$ $\Lambda_{48}^{3} T^{*} M$ such that:

$$
d \Omega=\tau_{1} \wedge \Omega+\star \tau_{3} .
$$

In [43], Fernández distinguished $\operatorname{Spin}(7)$ structures in the following pure classes:
Definition 2.12. A $\operatorname{Spin}(7)$-structure given by $\Omega$ is said to be:

1. parallel, if $d \Omega=0$;
2. locally conformally parallel, if $\tau_{3}=0$;
3. balanced, if $\tau_{1}=0$.

A Riemannian manifold $(M, g)$ admitting a $\operatorname{Spin}(7)$ structure is spin and the positive part of its spinor bundle has a unit-length section. Conversely, a spin 8 -dimensional manifold
whose spinor bundle admits a positive unit-length section $\eta$ can be endowed with a $\operatorname{Spin}(7)$ structure by the formula

$$
\Omega(W, X, Y, Z)=\frac{1}{2}\langle(-W X Y Z+W Z Y X) \eta, \eta\rangle
$$

As for spin-harmonic structures, the following result was proved by the second author in 86:

Theorem 2.13. The spinor $\eta$ determines a positive spin-harmonic structure if and only if the induced $\operatorname{Spin}(7)$ structure is balanced.

Remark 2.14. Spin-harmonic structures are thus especially relevant in dimension 8, since they represent a pure class of $\operatorname{Spin}(7)$ structures.

### 2.3.2 Spin-harmonic $G_{2}$ structures in dimension 7

A $\mathrm{G}_{2}$ structure on a Riemannian 7-dimensional manifold $(M, g)$ is characterized by the presence of a cross product on $(T M, g)$, which is determined by a 3 -form $\Psi$ (see [104, Lemma 2.6])

The torsion of a $\mathrm{G}_{2}$ structure is a section of the bundle $T^{*} M \otimes \mathfrak{g}_{2}^{\perp}$. The splitting of $\mathbb{R}^{7} \otimes \mathfrak{g}_{2}^{\perp}$ into four $\mathrm{G}_{2}$ invariant irreducible subspaces determines four subbundles, $\chi_{1}, \chi_{2}, \chi_{3}, \chi_{4}$ which, in turn, determine pure types of $\mathrm{G}_{2}$ structures.

Such classes are completely determined by differential equations for $\Psi$ and $\star \Psi$. In order to state the precise result, we recall the decomposition of $\Lambda^{2}\left(\mathbb{R}^{7}\right)^{*}$ and $\Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}$ into $G_{2}$ irreducible parts for a fixed $G_{2}$ form $\Psi$ of $\mathbb{R}^{7}$ (see [104, Theorem 8.5]):

$$
\begin{aligned}
& \Lambda^{2}\left(\mathbb{R}^{7}\right)^{*}=\Lambda_{7}^{2}\left(\mathbb{R}^{7}\right)^{*} \oplus \Lambda_{14}^{2}\left(\mathbb{R}^{7}\right)^{*} \\
& \Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}=\Lambda_{1}^{3}\left(\mathbb{R}^{7}\right)^{*} \oplus \Lambda_{7}^{3}\left(\mathbb{R}^{7}\right)^{*} \oplus \Lambda_{27}^{3}\left(\mathbb{R}^{7}\right)^{*}
\end{aligned}
$$

where $\Lambda_{7}^{2}\left(\mathbb{R}^{7}\right)^{*}=i\left(\mathbb{R}^{7}\right) \Psi, \Lambda_{14}^{2}\left(\mathbb{R}^{7}\right)^{*}=\mathfrak{g}_{2}, \Lambda_{1}^{3}\left(\mathbb{R}^{7}\right)^{*}=\langle\Psi\rangle, \Lambda_{7}^{3}\left(\mathbb{R}^{7}\right)^{*}=i\left(\mathbb{R}^{7}\right)(\star \Psi)$ and $\Lambda_{27}^{3}\left(\mathbb{R}^{7}\right)^{*}=\{\omega \mid \Psi \wedge \omega=0, \star \Psi \wedge \omega=0\}$. Then we have (see [23, Proposition 1]):

Proposition 2.15. There exist $\tau^{1} \in C^{\infty}(M), \tau^{4} \in \Lambda^{1} T^{*} M, \tau^{2} \in \Lambda_{14}^{2} T^{*} M$ and $\tau^{3} \in$ $\Lambda_{27}^{3} T^{*} M$ such that:

$$
\begin{aligned}
d \Psi & =\tau^{1}(\star \Psi)+3 \tau^{4} \wedge \Psi+\star \tau^{3} \\
d(\star \Psi) & =4 \tau^{4} \wedge(\star \Psi)+\tau^{2} \wedge \Psi
\end{aligned}
$$

Moreover, the torsion is a section of $\chi_{j}$ if and only if $\tau^{k}=0$ for $k \neq j$.
A Riemannian manifold $(M, g)$ admitting a $\mathrm{G}_{2}$ structure is spin and its spinor bundle has a unit-length section. Conversely, the spinor bundle $\Sigma(M)$ of a spin 7 -manifold $M$ has a unit-length section $\eta$ and the 3 -form of the $\mathrm{G}_{2}$ structure is given by [1]:

$$
\Psi(X, Y, Z)=\langle X Y Z \eta, \eta\rangle
$$

The relationship between $\mathrm{G}_{2}$-structures and harmonic spinors is characterized by the following result:

Theorem 2.16. [1, Theorem 4.8] The spinor $\eta$ determines a spin-harmonic structure if an only if the induced $\mathrm{G}_{2}$ structure is of type $\chi_{2} \oplus \chi_{3}$.

### 2.3.3 Spin-harmonic $\mathrm{SU}(3)$ structures in dimension 6

Let $(M, g)$ be a 6 -dimensional Riemannian manifold. An $\mathrm{SU}(3)$ structure on $M$ consists of a compatible almost complex structure $J$ and a complex volume form $\Theta$ (see [68, 105]). We denote by $\Theta_{+}$and $\Theta_{-}$the real and imaginary part of $\Theta$ and we define the fundamental 2-form $\omega$ by $\omega(X, Y)=g(J X, Y)$ for $X, Y \in \mathfrak{X}(M)$.

The space $\mathbb{R}^{6} \otimes \mathfrak{s u}(3)^{\perp}$ decomposes into seven $\mathrm{SU}(3)$-invariant irreducible subspaces; accordingly the intrinsic torsion of an $\mathrm{SU}(3)$ structure, which is a section of $T^{*} M \otimes \mathfrak{s u}(3)^{\perp}$, decomposes into the subbundles $\chi_{1}, \chi_{\overline{1}}, \chi_{2}, \chi_{\overline{2}}, \chi_{3}, \chi_{4}, \chi_{5}$ (see [32]).

These are related to differential equations for $\omega, \Theta_{+}$and $\Theta_{-}$. Before formulating the result, we recall the decomposition of $\Lambda^{2}\left(\mathbb{R}^{6}\right)^{*}$ and $\Lambda^{3}\left(\mathbb{R}^{6}\right)^{*}$ into $\mathrm{SU}(3)$ irreducible representations. For this, we consider the $\mathrm{U}(3)$ decomposition $\Lambda^{n}\left(\mathbb{C}^{6}\right)^{*}=\oplus_{p+q={ }_{n}} \Lambda^{p, q}\left(\mathbb{C}^{6}\right)^{*}$ and we denote the real part of a complex vector space $V$ by $\llbracket V \rrbracket$. For a fixed $\mathrm{SU}(3)$ structure $\left(\omega, \Theta_{+}, \Theta_{-}\right)$on $\mathbb{R}^{6}$, the splitting is:

$$
\begin{aligned}
& \Lambda^{2}\left(\mathbb{R}^{6}\right)^{*}=\langle\omega\rangle \oplus \llbracket \Lambda_{0}^{1,1}\left(\mathbb{C}^{6}\right)^{*} \rrbracket \oplus i\left(\mathbb{R}^{6}\right) \Theta_{+} \\
& \Lambda^{3}\left(\mathbb{R}^{6}\right)^{*}=\left\langle\Theta_{+}\right\rangle \oplus\left\langle\Theta_{-}\right\rangle \oplus \llbracket \Lambda_{0}^{2,1}\left(\mathbb{C}^{6}\right)^{*} \rrbracket \oplus \mathbb{R}^{6} \wedge \omega_{0}
\end{aligned}
$$

where $\Lambda_{0}^{1,1}\left(\mathbb{C}^{6}\right)^{*}$ and $\Lambda_{0}^{2,1}\left(\mathbb{C}^{6}\right)^{*}$ are the spaces of primitive forms, that is, forms of $\Lambda^{1,1}\left(\mathbb{C}^{6}\right)^{*}$ and $\Lambda^{2,1}\left(\mathbb{C}^{6}\right)^{*}$ which are orthogonal to $\omega$ and $\omega \wedge\left(\mathbb{C}^{6}\right)^{*}$, respectively. The associated bundles of $M$ are denoted respectively by $\llbracket \Lambda_{0}^{1,1}\left(T^{*} M \otimes \mathbb{C}\right) \rrbracket$ and $\llbracket \Lambda_{0}^{2,1}\left(T^{*} M \otimes \mathbb{C}\right) \rrbracket$.
Proposition 2.17. [15, Section 2.5] There exist $\tau^{1}, \tau^{\overline{1}} \in C^{\infty}(M), \tau^{4}, \tau^{5} \in \Lambda^{1} T^{*} M, \tau^{2}, \tau^{\overline{2}} \in$ $\llbracket \Lambda_{0}^{1,1}\left(T^{*} M \otimes \mathbb{C}\right) \rrbracket$ and $\tau^{3} \in \llbracket \Lambda_{0}^{2,1}\left(T^{*} M \otimes \mathbb{C}\right) \rrbracket$ such that:

$$
\begin{aligned}
d \omega & =-\frac{3}{2} \tau^{\overline{1}} \Theta_{+}+\frac{3}{2} \tau^{1} \Theta_{-}+\tau^{3}+\tau^{4} \wedge \omega \\
d \Theta_{+} & =\tau^{1} \omega^{2}-\tau^{2} \wedge \omega+\tau^{5} \wedge \Theta_{+} \\
d \Theta_{-} & =\tau^{\overline{1}} \omega^{2}-\tau^{2} \wedge \omega+J \tau^{5} \wedge \Theta_{+}
\end{aligned}
$$

Moreover, the intrinsic torsion is a section of $\chi_{j}$ if and only if $\tau^{k}=0$ for $k \neq j$.
A Riemannian manifold $(M, g)$ with an $\mathrm{SU}(3)$ structure is spin and its spinor bundle has a unit-length section. Conversely, a spin 6-dimensional manifold has a unit-length spinor; the following proposition explains how the spinor induces the $\mathrm{SU}(3)$ structure.

Proposition 2.18. [1, Section 2] The spinor bundle of $M$ splits as

$$
\Sigma(M)=\langle\eta\rangle \oplus\langle\mathrm{j} \eta\rangle \oplus T M \eta
$$

The fundamental form $\omega$ and the real part of the complex 3-form $\Theta_{+}$of the $\mathrm{SU}(3)$ structure determined by $\eta$ are given by

$$
\omega(X, Y)=\langle\mathrm{j} X \eta, Y \eta\rangle \quad \text { and } \quad \Theta_{+}=-\langle X Y Z \eta, \eta\rangle
$$

Proposition 2.18 guarantees the existence and uniqueness of $S \in \operatorname{End}(T M)$ and $\gamma \in T^{*} M$ such that:

$$
\nabla_{X} \eta=S(X) \eta+\gamma(X) \mathrm{j} \eta
$$

The relation between harmonic spinors and $\mathrm{SU}(3)$ structures is given by the following result:

Theorem 2.19. [1, Theorem 3.7] The spinor $\eta$ determines a spin-harmonic structure if an only if its induced $\mathrm{SU}(3)$ structure lies in the class $\chi_{2 \overline{2} 345}$ and satisfies $\delta \omega=-2 \gamma$.

We finally relate Theorem 2.19 and Proposition 2.17
Corollary 2.20. The $\mathrm{SU}(3)$ structure is spin-harmonic if and only if it lies on $\chi_{2 \overline{2} 345}$ and satisfies $\tau^{4}=\tau^{5}$.

Proof. First, $\delta \omega=-\star\left(\tau^{4} \wedge \omega^{2}\right)=J \tau^{4}$. To find an expression for $\gamma$ in terms of the torsion forms we first observe that, according to [1, Theorem 3.13], it only depends on the projection of the intrinsic torsion $\Gamma$ to $\chi_{5}$. Therefore, we assume that $\gamma \in \chi_{5}$ for this computation; observe that in this case $d \Theta_{+}=\tau^{5} \wedge \Theta_{+}$, due to Proposition 2.17.

If $\Gamma \in \chi_{5}$ then $\nabla_{X} \eta=\gamma(X) \mathrm{j} \eta$ and therefore, for orthonormal vectors: $\nabla_{W} \Theta_{+}(X, Y, Z)=$ $-2 \gamma(W)\langle X Y Z \eta, \mathrm{j} \eta\rangle=2 \gamma(W)\langle J(X) Y Z \eta, \eta\rangle=-2 \gamma(W) \Theta_{-}(X, Y, Z)$. For the penultimate equality we took into account that $X \mathrm{j} \eta=-\mathrm{j} X \eta=-J(X) \eta$. For the last, we used that $\Theta_{-}(X, Y, Z)=\Theta_{+}(J(X), Y, Z)$. Therefore,

$$
\begin{aligned}
& d \Theta_{+}(W, X, Y, Z)= \\
& \quad=\nabla_{W} \Theta_{+}(X, Y, Z)-\nabla_{X} \Theta_{+}(W, Y, Z)+\nabla_{Y} \Theta_{+}(X, W, Z)-\nabla_{Z} \Theta_{+}(X, Y, W) \\
& \quad=-2 \gamma \wedge \Theta_{-}(W, X, Y, Z)
\end{aligned}
$$

In addition, one can observe that $\alpha \wedge \Theta_{-}=-J \alpha \wedge \Theta_{+}$for $\alpha \in \xi^{*}$; this implies that, $\tau^{5}=2 J \gamma$. Therefore, the equality $\delta \omega=-2 \gamma$ is equivalent to $\tau^{4}=\tau^{5}$.

### 2.4 Spin-harmonic $\mathrm{SU}(2)$ structures on 5-dimensional manifolds

### 2.4.1 $\mathrm{SU}(2)$ structures

An $\mathrm{SU}(2)$ structure on a Riemannian manifold $(M, g)$ is determined by an orthogonal splitting $T M=\left\langle\alpha^{\sharp}\right\rangle \oplus \xi$, where $\alpha$ is a unit-length 1-form and the distribution $\xi=\operatorname{ker} \alpha$ is endowed with three almost complex structures $J_{k}: \xi \rightarrow \xi, k=1,2,3$ which are isometries with respect to the induced metric, and satisfy $J_{1} \circ J_{2}=J_{3}$ and $J_{k} \circ J_{l}=-J_{l} \circ J_{k}$ for $k \neq l$. The vector field $\alpha^{\sharp}$ is denoted by $R$. The three fundamental 2-forms are given by $\omega_{k}(X, Y)=g\left(J_{k} X, Y\right)$, $k=1,2,3, X, Y \in \mathfrak{X}(M)$.

In fact, $\mathrm{SU}(2)$ structures are characterized by the forms $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$, as the following result states:

Proposition 2.21. [35, Proposition 1] $\mathrm{SU}(2)$ structures on a 5-manifold are in one-to-one correspondence with $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right) \in \Lambda^{1} T^{*} M \times\left(\Lambda^{2} T^{*} M\right)^{3}$, such that:

1. $\omega_{i} \wedge \omega_{j}=0$ for $i \neq j, \omega_{1}^{2}=\omega_{2}^{2}=\omega_{3}^{2}$ and $\alpha \wedge \omega_{1}^{2} \neq 0$,
2. If $i(X) \omega_{1}=i(Y) \omega_{2}$, then $\omega_{3}(X, Y) \geq 0$.

Proposition 2.22. [35, Corollary 3] Let $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ be an $S U(2)$ structure on a 5manifold. There is a local frame of the cotangent bundle, $\left(e^{1}, \ldots, e^{5}\right)$, such that $\alpha=e^{5}$, $\omega_{1}=e^{12}+e^{34}, \omega_{2}=e^{13}-e^{24}, \omega_{3}=e^{14}+e^{23}$.

An almost complex structure $J_{k}: \xi \rightarrow \xi$ defines an almost complex structure on $\xi^{*}$ by $\left(J_{k} \beta\right)(X)=\beta\left(J_{k} X\right)$ for $\beta \in \xi^{*}$ and $X \in \xi$; one has $\left(J_{k} \circ J_{l}\right) \beta=-\left(J_{l} \circ J_{k}\right) \beta$, but $\left(J_{1} \circ J_{2}\right) \beta=$ $-J_{3} \beta$. The next lemma will be used in the next section:

Lemma 2.23. For $\beta \in \xi^{*}, \star_{\xi}\left(\beta \wedge \omega_{k}\right)=-J_{k} \beta$.
Proof. We compute the equality for $\beta=e^{1}$. Using that $J_{k} e^{1}=-\left(J_{k} e_{1}\right)^{*}$ and that $\omega_{k}=-(\mathrm{I}+$ $\left.\star_{\xi}\right)\left(e^{1} \wedge J_{k} e^{1}\right)$, we get: $\star_{\xi}\left(e^{1} \wedge \omega_{k}\right)=-\star_{\xi}\left(e^{1} \wedge \star_{\xi}\left(e^{1} \wedge J_{k} e^{1}\right)\right)=-\left(i\left(e_{1}\right)\left(e^{1} \wedge J_{k} e^{1}\right)\right)=-J_{k} e^{1}$.

As usual, $\mathrm{SU}(2)$ structures are classified by the intrinsic torsion, which is a section of $T^{*} M \otimes \mathfrak{s u}(2)^{\perp}$. In the following, we denote the intrinsic torsion by an $\mathrm{SU}(2)$ equivariant map,

$$
\Xi: \mathrm{P}_{\mathrm{SO}}(M) \rightarrow T^{*} M \otimes \mathfrak{s u}(2)^{\perp}
$$

where $\mathrm{P}_{\mathrm{SO}}(M)$ is the frame bundle of $M$. Proposition 2.25 below shows that $\Xi$ is determined by ( $\left.d \alpha, d \omega_{1}, d \omega_{2}, d \omega_{3}\right)$. In order to state it, we recall the irreducible decomposition of some $\mathrm{SU}(2)$ modules (see [16]).

Proposition 2.24. Let $\mathbb{R}^{5}$ be endowed with the $\mathrm{SU}(2)$ structure $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$. Then

1. $\Lambda^{1}\left(\mathbb{R}^{5}\right)^{*}=\langle\alpha\rangle \oplus \xi^{*}$,
2. $\Lambda^{2}\left(\mathbb{R}^{5}\right)^{*}=\alpha \wedge \xi^{*} \oplus\left(\oplus_{k=1}^{3}\left\langle\omega_{k}\right\rangle\right) \oplus \mathfrak{s u}(2)$,
3. $\Lambda^{3}\left(\mathbb{R}^{5}\right)^{*}=\Lambda^{3} \xi^{*} \oplus\left(\oplus_{k=1}^{3}\left\langle\alpha \wedge \omega_{k}\right\rangle\right) \oplus \alpha \wedge \mathfrak{s u}(2)$,
4. $\operatorname{End}(\xi)=\langle\mathrm{I}\rangle \oplus\left(\oplus_{k=1}^{3} \sigma_{k}(\xi)\right) \oplus\left(\oplus_{k=1}^{3}\left\langle J_{k}\right\rangle\right) \oplus \mathfrak{s u}(2)$, where

$$
\sigma_{k}(\xi)=\left\{S \in \operatorname{Sym}_{0}(\xi) \mid S J_{l}=(-1)^{\delta_{k}^{l}+1} J_{l} S, l=1,2,3\right\}, k=1,2,3
$$

Moreover, the map $E_{k}: \sigma_{k}(\xi) \rightarrow \mathfrak{s u}(2), E_{k}(S)=i(S) \omega_{k}$ is an isomorphism.
Proposition 2.25. [35, Proposition 9] As an $\mathrm{SU}(2)$-module, $\mathbb{R}^{5} \otimes \mathfrak{s u}(2)^{\perp}$ decomposes as:

$$
\mathbb{R}^{5} \otimes \mathfrak{s u}(2)^{\perp}=7 \mathbb{R} \oplus 4\left(\mathbb{R}^{4}\right)^{*} \oplus 4 \mathfrak{s u}(2)
$$

where $7 \mathbb{R}$ means 7 copies of the trivial representation $\mathbb{R}$, and so on. Let $\tau_{0}^{l}, \tau_{0}^{k l} \in C^{\infty}(M)$, $k, l=1,2,3, \tau_{1}^{k} \in \xi^{*}$ and $\tau_{2}^{k} \in \mathfrak{s u}(2), k=1,2,3,4$, be such that

$$
\begin{aligned}
d \alpha & =\sum_{l=1}^{3} \tau_{0}^{l} \omega_{l}+\alpha \wedge \tau_{1}^{4}+\tau_{2}^{4} \\
d \omega_{k} & =\sum_{l=1}^{3} \tau_{0}^{k l} \alpha \wedge \omega_{l}+\tau_{1}^{k} \wedge \omega_{k}+\alpha \wedge \tau_{2}^{k}
\end{aligned}
$$

Then $\tau_{0}^{k k}=\tau_{0}^{l l}$ and $\tau_{0}^{k l}=-\tau_{0}^{l k}$ for $l \neq k$. Moreover,

$$
\Xi(u)=\left(\left(\tau_{0}^{11}, \tau_{0}^{j k}, \tau_{0}^{l}\right),\left(u^{*} \tau_{0}^{j}, u^{*} \tau_{1}^{4}\right),\left(u^{*} \tau_{0}^{j}, u^{*} \tau_{2}^{4}\right)\right)
$$

### 2.4.2 Spinorial point of view

Let $\rho_{5}: \mathrm{Cl}_{5} \rightarrow \operatorname{End}_{\mathbb{C}}(W)$ be an irreducible representation with complex structure $\mathrm{j}_{1}=\rho_{5}\left(\nu_{5}\right)$. Take also a quaternionic stucture $\mathrm{j}_{2}$ that anticommutes with the Clifford product, and define $\mathrm{j}_{3}=\mathrm{j}_{1} \circ \mathrm{j}_{2}$.

Let $(M, g)$ be a spin Riemannian manifold and let $\mathrm{Ad}: \mathrm{P}_{\mathrm{Spin}(5)}(M) \rightarrow \mathrm{P}_{\mathrm{SO}(5)}(M)$ be a spin structure. The spinor bundle $\Sigma(M)=\mathrm{P}_{\operatorname{Spin}(5)}(M) \times_{\rho_{5}} W$ has a unit-length section $\eta$. Define $\operatorname{Stab}(\eta)$ as the subbundle whose fiber at $p \in M$ is the stabilizer of the spinor $\eta(p)$ under the action of $\operatorname{Spin}(5)$. It is an $\mathrm{SU}(2)$ reduction of $\mathrm{P}_{\operatorname{Spin}(5)}(M)$, and the projection $\operatorname{Ad}(\operatorname{Stab}(\eta))$ is an $\mathrm{SU}(2)$ structure because the kernel of $\operatorname{Ad}$ is $\pm 1$ and $-1 \notin \operatorname{Stab}\left(\eta_{p}\right)$.

We first explain the decomposition of the spinor bundle of $M$ and write the forms that determine the structure by means of spinors. For that purpose consider the map $\rho_{\eta}: \operatorname{Spin}(5) \rightarrow W, \rho_{\eta}(g)=g \eta$, whose differential is $d \rho_{\eta}: \Lambda^{2} \mathbb{R}^{5} \rightarrow W, d \rho_{\eta}(\gamma)=\gamma \eta$.

Lemma 2.26. The restriction $d \rho_{\eta}: \mathfrak{s u}(2)^{\perp} \rightarrow\langle\eta\rangle^{\perp}$ is an isomorphism, hence there is a decomposition of $\langle\eta\rangle^{\perp}$ with respect to the $\mathrm{SU}(2)$ structure determined by $\eta,\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ :

$$
\Sigma(M)=\langle\eta\rangle \oplus\left(\oplus_{k=1}^{3}\left\langle\omega_{k} \eta\right\rangle\right) \oplus \xi^{*} \eta
$$

Proof. The kernel of $d \rho_{\eta}$ is $\mathfrak{s u}(2)$ because $\operatorname{Stab}(\eta)=\mathrm{SU}(2)$ and $\operatorname{Im}\left(d \rho_{\eta}\right) \subset\langle\eta\rangle^{\perp}$. By Proposition $2.24(2)$, we have $\Sigma(M)=\langle\eta\rangle \oplus\left(\oplus_{k=1}^{3}\left\langle\omega_{k} \eta\right\rangle\right) \oplus\left(\alpha \wedge \xi^{*}\right) \eta$. Now $\left(\alpha \wedge \xi^{*}\right) \eta=\xi^{*} \eta$ because these are irreducible representations of the same dimension.

We can write the forms that determine the $S U(2)$ structure in terms of spinors. For that purpose recall that $\mathrm{Cl}_{5} \cong \mathbb{C}(4)$. According to Propositon 2.2 , the spin representation has a quaternionic structure $\mathrm{j}_{2}$ that anticommutes with the Clifford product. Therefore, the space of spinor is $\mathbb{R}^{8}$ endowed with the complex structures, $\left(\mathrm{j}_{1}, \mathrm{j}_{2}, \mathrm{j}_{3}\right)$, where $\mathrm{j}_{1}$ is the complex structure determined by the isomorphism $\mathrm{Cl}_{5} \cong \mathbb{C}(4)$, and $\mathrm{j}_{3}=\mathrm{j}_{1} \circ \mathrm{j}_{2}$. Of course, $\mathrm{j}_{k} \mathrm{j}_{l}=-j_{l} j_{k}$ if $k \neq l$. The complex structure $j_{1}$ commutes with the Clifford product by a vector and both $\mathrm{j}_{2}$ and $\mathrm{j}_{3}$ anticommute. According to this, we define $\varepsilon_{1}=1$ and $\varepsilon_{2}=\varepsilon_{3}=-1$; we have that $\mathrm{j}_{k} X \phi=\varepsilon_{k} X \mathrm{j}_{k} \phi$, for every spinor $\phi$.

Lemma 2.27. The spinors $\eta, \mathrm{j}_{1} \eta, \mathrm{j}_{2} \eta, \mathrm{j}_{3} \eta$ are orthogonal and the spaces $\mathbb{H}_{\eta}=\left\langle\eta, \mathrm{j}_{1} \eta, \mathrm{j}_{2} \eta, \mathrm{j}_{3} \eta\right\rangle$ and $\mathbb{H}_{\eta}^{\perp}$ are $\mathrm{j}_{k}$-invariant, $k=1,2,3$.

Moreover, there exists a subspace $\xi \subset \mathbb{R}^{5}$ such that $\xi \eta=\mathbb{H}{ }_{\eta}^{\perp} ; \xi$ inherits a quaternionic structure determined by $\mathrm{j}_{k}(X \eta)=J_{k}(X) \eta$.

Proof. The orthogonality of the mentioned spinors follows from the fact that the endomorphisms $\mathrm{j}_{k}$ are isometries. It also follows from this property that the subspace $\mathbb{H} \xrightarrow[\eta]{\perp}$ is $\mathrm{j}_{k^{-}}$ invariant.

In addition, $\mathbb{H}_{\eta}^{\perp}$ is $\mathrm{SU}(2)$-irreducible as a consequence of Lemma 2.26, and the map $X \mapsto X \eta$ is injective and $\mathrm{SU}(2)$-equivariant. Being $\mathbb{R}^{5}=\mathbb{R} \oplus \mathbb{C}^{2}$ as $\mathrm{SU}(2)$ modules, necessarily $\mathbb{H}_{\eta}^{\perp}=\xi \eta$ for some 4-dimensional subspace $\xi \subset \mathbb{R}^{5}$. Finally, the endomorphisms $J_{k}$ define a quaternionic structure on $\xi$, because $\mathrm{j}_{2}$ is a quaternionic structure on $\mathbb{H}{ }_{\eta}^{\perp}$.

Definition 2.28. Let $(M, g)$ be a Riemannian manifold with a spin structure and let $\eta \in$ $\Sigma(M)$ be a unit spinor. The $\mathrm{SU}(2)$ structure $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ defined by $\eta$ is given by:

1. $\omega_{k}(X, Y)=g\left(J_{k} X_{\xi}, Y_{\xi}\right)$, where $Z_{\xi}$ is the orthogonal projection of a vector field $Z$ to $\xi$.
2. $\mathbb{R}^{5} \cong\langle R\rangle \oplus \xi$ as oriented vector spaces, where $\xi$ is oriented by $\left.\omega_{1}^{2}\right|_{\xi}$, and $R=\alpha^{\sharp}$.

Lemma 2.29. Let $\nu$ be the unit-lenght volume form. The following equalities hold:

1. $\omega_{k} \eta=-2 \varepsilon_{k} \mathrm{j}_{k} \eta$ for $\varepsilon_{1}=1$ and $\varepsilon_{2}=\varepsilon_{3}=-1$.
2. $\alpha \eta=-\mathrm{j}_{1} \eta$,
3. $\alpha \mathrm{j}_{2} \eta=-\mathrm{j}_{3} \eta$ and $\alpha \mathrm{j}_{3} \eta=\mathrm{j}_{2} \eta$,
4. $\nu \eta=-j_{1} \eta$.

Proof. Let $\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right)$ be an orthonormal oriented frame such that $\omega_{1}=e^{12}+e^{34}$, $\omega_{2}=e^{13}-e^{24}, \omega_{3}=e^{14}+e^{23}$ and $\alpha=e^{5}$. Taking into account that $J_{1}\left(e_{1}\right)=e_{2}$ and $J_{1}\left(e_{3}\right)=e_{4}$, we obtain:

$$
\omega_{1} \eta=\left(e_{1} e_{2}+e_{3} e_{4}\right) \eta=e_{1} J_{1}\left(e_{1}\right) \eta+e_{3} J_{1}\left(e_{3}\right) \eta=\mathrm{j}_{1}\left(e_{1}^{2}+e_{3}^{2}\right) \eta=-2 \mathrm{j}_{1} \eta
$$

For $k \in\{2,3\}$ the computation is similar, but one has to take into account that $\mathrm{j}_{2}$ and $\mathrm{j}_{3}$ anticommute with the Clifford product with a vector.

Finally, $e_{12} \eta=-\mathrm{j}_{1} \eta=e_{34} \eta$ implies $\nu_{5} \eta=-e_{5} \eta$. The second and third equalities are a consequence of the previous one, together with the fact that $\mathrm{j}_{1} \mathrm{j}_{2}=\mathrm{j}_{3}$. For instance, $\alpha \mathrm{j}_{2} \eta=-\mathrm{j}_{2} \alpha \eta=\mathrm{j}_{2} \mathrm{j}_{1} \eta=-\mathrm{j}_{3} \eta$.

For the last equality, observe that in terms of the previous frame we have: $\nu=e^{12345}=$ $e^{1} \wedge\left(J_{1}\left(e_{1}\right)\right)^{*} \wedge e^{3} \wedge\left(J_{1}\left(e_{3}\right)\right)^{*} \wedge e^{5}$. Taking into account the previous equalities and that $\left(e^{k} \wedge\left(J_{1}\left(e^{k}\right)\right)^{*}\right) \eta=-\mathrm{j}_{1} \eta$ as before, we obtain:

$$
\nu \eta=-\mathrm{j}_{1} e^{1} J_{1}\left(e^{1}\right) e^{3} J_{1}\left(e^{3}\right) \eta=-\mathrm{j}_{1} \eta .
$$

Remark 2.30. The subspaces $\Lambda^{2} \xi^{*} \eta$ and $\xi^{*} \eta$ are orthogonal.
Lemma 2.31. For $\varepsilon_{1}=1$ and $\varepsilon_{2}=\varepsilon_{3}=-1$, $\omega_{k}(X, Y)=\varepsilon_{k}\left\langle X \mathrm{j}_{k} \eta, Y \eta\right\rangle$. Moreover, $\alpha(X)=$ $-\left\langle X \eta, \mathrm{j}_{1} \eta\right\rangle$.

Proof. The tensor $(X, Y) \mapsto\left\langle X \mathrm{j}_{k} \eta, Y \eta\right\rangle$ is skew-symmetric because $\mathrm{j}_{k}$ is an isometry, $\mathrm{j}_{k}^{2}=$ -Id and $\left\langle\mathrm{j}_{k} \eta, \eta\right\rangle=0$. If $X, Y \in \xi$,

$$
\omega_{k}(X, Y)=g\left(J_{k} X, Y\right)=\left\langle J_{k} X \eta, Y \eta\right\rangle=\varepsilon_{k}\left\langle X \mathrm{j}_{k} \eta, Y \eta\right\rangle
$$

Moreover, $\omega_{k}(R, Y)=0=\varepsilon_{k}\left\langle R \mathrm{j}_{k} \eta, Y \eta\right\rangle$, because $R \mathrm{j}_{k} \eta \in \mathbb{H}_{\eta}$ and $Y \eta \in \mathbb{H}_{\eta}^{\perp}$. Finally, $\alpha(X)=$ $\langle X \eta, R \eta\rangle=-\left\langle X \eta, \mathrm{j}_{1} \eta\right\rangle$.

We now compute the Dirac operator of $\eta$ in order to relate it with the torsion of the $\mathrm{SU}(2)$ structure. We first introduce some notation.

Definition 2.32. Lemmas 2.26 and 2.29 guarantee the existence and uniqueness of $S \in$ $\operatorname{End}(\xi), V_{\xi} \in \xi, \Theta_{l} \in \xi^{*}$ and $\phi_{l} \in C^{\infty}(M), l=1,2,3$, such that:

$$
\begin{equation*}
\nabla_{X} \eta=S\left(X_{\xi}\right) \eta+\alpha(X) V_{\xi} \eta+\sum_{l=1}^{3}\left(\Theta_{l}\left(X_{\xi}\right)+\alpha(X) \phi_{l}\right) \mathbf{j}_{l} \eta \tag{2.1}
\end{equation*}
$$

where $X=X_{\xi}+\alpha(X) R$.
Definition 2.33. According to Proposition 2.24 there is a decomposition of $S \in \operatorname{End}(\xi)$ :

$$
S(X)=\mu \mathrm{I}+\sum_{l=1}^{3} S_{l}+\sum_{l=1}^{3} \lambda_{l} J_{l}+S_{0},
$$

where $S_{k} \in \sigma_{k}(\xi)$ and $S_{0} \in \mathfrak{s u}(2)$.
We now compute the Dirac operator of $\eta$ in terms of the tensors we introduced; we use the notation of Definition 2.32.

Proposition 2.34. Let $\eta \in \Sigma(M)$ be a unit-length spinor. The Dirac operator is

$$
\begin{aligned}
\not D \eta= & \left(-4 \mu+\phi_{1}\right) \eta-4 \lambda_{1} \mathrm{j}_{1} \eta+\left(4 \lambda_{2}+\phi_{3}\right) \mathrm{j}_{2} \eta+\left(4 \lambda_{3}-\phi_{2}\right) \mathrm{j}_{3} \eta \\
& +\left(J_{1}\left(V_{\xi}+\Theta_{1}^{\sharp}\right)-J_{2}\left(\Theta_{2}^{\sharp}\right)-J_{3}\left(\Theta_{3}^{\sharp}\right)\right) \eta .
\end{aligned}
$$

Proof. Let $\left(e_{1}, e_{2}, e_{3}, e_{4}, R\right)$ be an oriented orthonormal local frame. From 2.1), we have

$$
\not D \eta=m(S)+R V_{\xi} \eta+\sum_{k=1}^{3}\left(\left(\sum_{i=1}^{4} \Theta_{k}\left(e_{i}\right) e_{i}\right)+\phi_{k} R\right) \mathrm{j}_{k} \eta
$$

where $m: \operatorname{End}(\xi) \rightarrow \Sigma(M), e_{i} \otimes e_{j}^{*} \mapsto e_{i} e_{j} \eta$. Observe that $m$ is $\mathrm{SU}(2)$ equivariant and $\operatorname{Im}(m)=\mathbb{H}_{\eta}$. Taking into account Proposition 2.24, we obtain $\operatorname{ker}(m)=\mathfrak{s u}(2) \oplus\left(\oplus_{k=1}^{3} \sigma_{k}(\xi)\right)$. Moreover, $m(\mathrm{I})=-4 \eta$ and $m\left(J_{k}\right)=-4 \varepsilon_{k} \mathrm{j}_{k} \eta$.

In addition, $R V_{\xi} \eta=J_{1}\left(V_{\xi}\right) \eta$. Finally,

$$
\sum_{i=1}^{4} \Theta_{k}\left(e_{i}\right) e_{i} \mathrm{j}_{k} \eta=\varepsilon_{k} J_{k} \Theta_{k}^{\sharp} \eta \quad \text { and } \quad \sum_{k=1}^{3} \phi_{k} R \mathrm{j}_{k} \eta=\phi_{1} \eta-\phi_{2} \mathrm{j}_{3} \eta+\phi_{3} \mathrm{j}_{2} \eta
$$

We now write the torsion in terms of the forms $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ defined by a unit-length spinor $\eta \in \Sigma(M)$ as in Lemma 2.31.

Proposition 2.35. The covariant derivatives of the forms $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ are governed by the formulas

$$
\begin{aligned}
\left(\bar{\nabla}_{Z} \omega_{k}\right)(X, Y) & =\varepsilon_{k}\left\langle\nabla_{Z} \eta,(X Y-Y X) \mathrm{j}_{k} \eta\right\rangle, \quad k=1,2,3 \\
\left(\bar{\nabla}_{Z} \alpha\right)(X) & =2\left\langle\nabla_{Z} \eta, X \mathrm{j}_{1} \eta\right\rangle
\end{aligned}
$$

where $\bar{\nabla}$ is the Levi-Civita connection and $\nabla$ is the spinorial connection.
Proof. Take $X, Y, Z \in T_{p} M$ and extend them to vector fields with $\left.\bar{\nabla} X\right|_{p}=\left.\bar{\nabla} Y\right|_{p}=\left.\bar{\nabla} Z\right|_{p}=0$. Then, according to Lemma 2.31 we have:

$$
\begin{aligned}
\left(\bar{\nabla}_{Z} \omega_{k}\right)(X, Y) & =Z\left(\omega_{k}(X, Y)\right)=\varepsilon_{k}\left\langle\mathrm{j}_{k} X \nabla_{Z} \eta, Y \eta\right\rangle+\varepsilon_{k}\left\langle\mathrm{j}_{k} X \eta, Y \nabla_{Z} \eta\right\rangle \\
& =\varepsilon_{k}\left\langle\nabla_{Z} \eta,(X Y-Y X) \mathrm{j}_{k} \eta\right\rangle \\
\left(\bar{\nabla}_{Z} \alpha\right)(X) & =Z(\alpha(X))=-\left\langle X \nabla_{Z} \eta, \mathrm{j}_{1} \eta\right\rangle-\left\langle X \eta, \mathrm{j}_{1} \nabla_{Z} \eta\right\rangle \\
& =2\left\langle\nabla_{Z} \eta, X \mathrm{j}_{1} \eta\right\rangle
\end{aligned}
$$

Before computing the differentials, we prove a technical result:
Lemma 2.36. For $X, Y \in \xi$, one has:

$$
\begin{aligned}
& \omega_{1}(S(X), Y)-\omega_{1}(S(Y), X)=2\left(\mu \omega_{1}-\lambda_{3} \omega_{2}+\lambda_{2} \omega_{3}+i\left(S_{1}\right) \omega_{1}\right)(X, Y) \\
& \omega_{2}(S(X), Y)-\omega_{2}(S(Y), X)=2\left(\lambda_{3} \omega_{1}+\mu \omega_{2}-\lambda_{1} \omega_{3}+i\left(S_{2}\right) \omega_{2}\right)(X, Y) \\
& \omega_{3}(S(X), Y)-\omega_{3}(S(Y), X)=2\left(-\lambda_{2} \omega_{1}+\lambda_{1} \omega_{2}+\mu \omega_{3}+i\left(S_{3}\right) \omega_{3}\right)(X, Y)
\end{aligned}
$$

Proof. We prove the first equality, the others being similar. We analyze each irreducible part separately. It is clear that $\omega_{1}(\mu X, Y)-\omega_{1}(Y, \mu X)=2 \mu \omega_{1}(X, Y)$. Taking into account that $S_{k} J_{1}=\varepsilon_{k} J_{1} S_{k}$, we obtain that $S_{k} J_{1}$ is skew-symmetric for $k=1$ and symmetric for $k \in\{2,3\}$. Therefore,

$$
\sum_{k=1}^{3} g\left(J_{1} S_{k}(X), Y\right)-g\left(J_{1} S_{k}(Y), X\right)=2 \omega_{1}\left(S_{1}(X), Y\right)
$$

Finally we conclude:

$$
\begin{aligned}
\sum_{k=1}^{3} \lambda_{k} g\left(J_{1} J_{k}(X), Y\right)-\lambda_{k} g\left(J_{1} J_{k}(Y), X\right) & =-2 \lambda_{3} g\left(J_{2}(X), Y\right)+2 \lambda_{2} g\left(J_{3}(X), Y\right) \\
& =2\left(-\lambda_{3} \omega_{2}+\lambda_{2} \omega_{3}\right)(X, Y)
\end{aligned}
$$

The equality $\omega_{1}\left(S_{0}(X), Y\right)+\omega_{1}\left(X, S_{0}(Y)\right)=0$ follows from the fact that $S_{0} \in \mathfrak{s u}(2)$.

Proposition 2.37. Let $\eta \in \Sigma(M)$ be a unit-length spinor and let $\alpha$ be the 1 -form of the $\mathrm{SU}(2)$ structure determined by $\eta$. Then (with the notations of Proposition 2.25),

$$
d \alpha=\alpha \wedge \tau_{1}^{4}+\sum_{k=1}^{3} \tau_{0}^{k} \omega_{k}+\tau_{2}^{4}
$$

where:

- $\tau_{0}^{1}=-4 \mu, \tau_{0}^{2}=4 \lambda_{3}, \tau_{0}^{3}=-4 \lambda_{2}$,
- $\tau_{1}^{4}=2 J_{1} V_{\xi}^{*}$,
- $\tau_{2}^{4}=-4 i\left(S_{1}\right) \omega_{1}$.

Proof. Proposition 2.35 implies that $\frac{1}{2} d \alpha(X, Y)=\left\langle\nabla_{X} \eta, Y \mathrm{j}_{1} \eta\right\rangle-\left\langle\nabla_{Y} \eta, X \mathrm{j}_{1} \eta\right\rangle$. In order to compute $d \alpha \mid \xi$, we first consider $X, Y \in \xi$; according to equation (2.1), the orthogonal projection of $\nabla_{X} \eta$ to $\xi \eta$ is $S(X) \eta$. So that $\left\langle\nabla_{X} \eta, Y \mathrm{j}_{1} \eta\right\rangle=\left\langle S(X) \eta, J_{1}(Y) \eta\right\rangle$. Taking into account the previous observation, and Lemma 2.36 we obtain:

$$
\begin{aligned}
\frac{1}{2} d \alpha(X, Y) & =\left\langle X \eta, J_{1} S(Y) \eta\right\rangle-\left\langle Y \eta, J_{1} S(X) \eta\right\rangle \\
& =-2\left(\mu \omega_{1}-\lambda_{3} \omega_{2}+\lambda_{2} \omega_{3}+i\left(S_{1}\right) \omega_{1}\right)(X, Y)
\end{aligned}
$$

Finally, we compute $d \alpha(R, Y)$; arguing as before, equation (2.1) implies that $\left\langle\nabla_{R} \eta, \mathrm{j}_{1} Y \eta\right\rangle=$ $\left\langle V_{\xi} \eta, \mathrm{j}_{1} Y \eta\right\rangle$. In addition, $\left\langle\nabla_{Y} \eta, j_{1} R \eta\right\rangle=\left\langle\nabla_{Y} \eta, \eta\right\rangle=0$, according to Lemma 2.29. Thus,

$$
\frac{1}{2} d \alpha(R, Y)=\left\langle V_{\xi} \eta, \mathrm{j}_{1} Y \eta\right\rangle-\left\langle\mathrm{j}_{1} R \eta, \nabla_{Y} \eta\right\rangle=\left\langle V_{\xi} \eta, J_{1}(Y) \eta\right\rangle .
$$

Proposition 2.38. Let $\eta \in \Sigma(M)$ be a unit-length spinor and let $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ be the 2 -forms of the $\mathrm{SU}(2)$ structure determined by $\eta$. Then

$$
d \omega_{k}=\alpha \wedge \tau_{2}^{k}+\sum_{l=1}^{3} \tau_{0}^{k l} \alpha \wedge \omega_{l}+\tau_{1}^{k} \wedge \omega_{k}
$$

where:

- $\tau_{0}^{k k}=4 \lambda_{1}, \tau_{0}^{12}=4 \lambda_{2}+2 \phi_{3}, \tau_{0}^{13}=4 \lambda_{3}-2 \phi_{2}, \tau_{0}^{23}=4 \mu-2 \phi_{1}$,
- $\tau_{1}^{k}=-2 \sum_{l \neq k} \varepsilon_{k} J_{l} \Theta_{l}$,
- $\tau_{2}^{1}=4 i\left(S_{0}\right) g, \tau_{2}^{2}=4 i\left(S_{3}\right) \omega_{3}, \tau_{2}^{3}=-4 i\left(S_{2}\right) \omega_{2}$.

Proof. Suppose that $X, Y, Z$ are orthonormal; then according to Proposition 2.35 we have $\bar{\nabla}_{Z} \omega(X, Y)=2 \varepsilon_{k}\left\langle\nabla_{Z} \eta, X Y \mathrm{j}_{k} \eta\right\rangle$, thus:

$$
\begin{equation*}
\varepsilon_{k} \frac{1}{2} d \omega_{k}(X, Y, Z)=\left\langle\nabla_{X} \eta, Y Z \mathrm{j}_{k} \eta\right\rangle-\left\langle\nabla_{Y} \eta, X Z \mathrm{j}_{k} \eta\right\rangle+\left\langle\nabla_{Z} \eta, X Y \mathrm{j}_{k} \eta\right\rangle . \tag{2.2}
\end{equation*}
$$

We first assume that $X, Y, Z \in \xi$. Then,

$$
\varepsilon_{k} \frac{1}{2} d \omega_{k}(X, Y, Z)=\left\langle X \nabla_{X} \eta+Y \nabla_{Y} \eta+Z \nabla_{Z} \eta, X Y Z \mathrm{j}_{k} \eta\right\rangle
$$

We now let $W \in \xi$ be the unit-length vector, orthogonal to $\langle X, Y, Z\rangle$ such that ( $X, Y, Z, W, R$ ) is positively oriented. We observe the following:

1. $X \nabla_{X} \eta+Y \nabla_{Y} \eta+Z \nabla_{Z} \eta=\not{ }^{\prime} \eta-W \nabla_{W} \eta-R \nabla_{R} \eta$,
2. The unit-lenght volume form is $\nu=X^{*} \wedge Y^{*} \wedge Z^{*} \wedge W^{*} \wedge R^{*}$. From the equality $\nu \eta=-j_{1} \eta=R \eta$ (see Lemma 2.29 (2) and (4)) we obtain $X Y Z W \eta=\eta$ and thus, $X Y Z \eta=-W \eta$. Therefore,

$$
X Y Z \mathrm{j}_{k} \eta=\varepsilon_{k} \mathrm{j}_{k} X Y Z \eta=-\varepsilon_{k} \mathrm{j}_{k} W \eta=-\varepsilon_{k} J_{k}(W) \eta .
$$

These observations imply:

$$
\frac{1}{2} d \omega_{k}(X, Y, Z)=-\left\langle\not D \eta, J_{k} W \eta\right\rangle+\left\langle W \nabla_{W} \eta, J_{k}(W) \eta\right\rangle+\left\langle R \nabla_{R} \eta, J_{k}(W) \eta\right\rangle .
$$

From Proposition 2.34 we obtain that the orthogonal projection of $-\not D \eta$ to $\xi \eta$ is $\left(-J_{1}\left(V_{\xi}+\right.\right.$ $\left.\left.\Theta_{1}^{\sharp}\right)+J_{2}\left(\Theta_{2}^{\sharp}\right)+J_{3}\left(\Theta_{3}^{\sharp}\right)\right) \eta$. Since $J_{l}\left(\alpha^{\sharp}\right)^{*}=-J_{l}(\alpha)$ if $\alpha \in \xi^{*}$ we have:

$$
-\left\langle\not D \eta, J_{k}(W) \eta\right\rangle=\left(-J_{1}\left(V_{\xi}\right)^{*}+\sum_{l=1}^{3} \varepsilon_{l} J_{l}\left(\Theta_{l}\right)\right)\left(J_{k}(W)\right)
$$

Morever, $\left\langle W \nabla_{W} \eta, J_{k}(W) \eta\right\rangle=\varepsilon_{k}\left\langle\nabla_{W} \eta, \mathrm{j}_{k} \eta\right\rangle=\varepsilon_{k} \Theta_{k}(W)$ according to equation (2.1). In addition, taking into account equation (2.1), and that the spinor $R j_{k} \eta=-\varepsilon_{k} \mathrm{j}_{k} \mathrm{j}_{1} \eta$ is perpendicular to $\xi \eta$, we obtain $\left\langle R \nabla_{R \eta} \eta, J_{k} W \eta\right\rangle=\left\langle J_{1} V_{\xi} \eta, J_{k} W \eta\right\rangle=\left(J_{1} V_{\xi}\right)^{*}\left(J_{k} W\right)$.

From the previous discussion, we deduce:

$$
\frac{1}{2} d \omega_{k}(X, Y, Z)=\sum_{l=1}^{3} \varepsilon_{l}\left(J_{l} \Theta_{l}\right)\left(J_{k} W\right)+\varepsilon_{k} \Theta_{k}(W)=\sum_{l \neq k} \varepsilon_{l} J_{l} \Theta_{l}\left(J_{k} W\right)
$$

The previous equality implies that $\star_{\xi}\left(\tau_{1}^{k} \wedge \omega_{k}\right)=2 \sum_{l \neq k} \varepsilon_{l} J_{k}\left(J_{l} \Theta_{l}\right)$, because the frame ( $X, Y, Z, W$ ) of $\xi$ is positively oriented. Taking into account Lemma 2.23, we obtain $\tau_{1}^{k}=$ $-2 \sum_{l \neq k} \varepsilon_{l} J_{l} \Theta_{l}$.

Consider orhonormal vectors $X, Y \in \xi$; we now compute $i(R) d \omega$ by using equation (2.2). To arrange the second and the third summands of equation (2.2), we observe that if $Z \in \xi$, then:

$$
\alpha Z \mathrm{j}_{k} \eta=\alpha \varepsilon_{k} J_{k}(Z) \eta=\varepsilon_{k} J_{k}(Z) \mathrm{j}_{1} \eta=\varepsilon_{k}\left(J_{1}\left(J_{k}(Z)\right)\right) \eta .
$$

Thus,

$$
\frac{1}{2} d \omega_{1}(R, X, Y)=\varepsilon_{k}\left\langle\nabla_{R} \eta, X Y \mathrm{j}_{k} \eta\right\rangle-\left\langle S(X) \eta, J_{1}\left(J_{k}(Y)\right) \eta\right\rangle+\left\langle S(Y) \eta, J_{1}\left(J_{k}(X)\right) \eta\right\rangle
$$

We first deal with the summand $\varepsilon_{k}\left\langle\nabla_{R} \eta, X Y \mathrm{j}_{k} \eta\right\rangle$. According to equation (2.1) we have: $\left\langle\nabla_{R} \eta, X Y_{k} \eta\right\rangle=\left\langle V_{\xi} \eta, X Y \mathrm{j}_{k} \eta\right\rangle+\sum_{l=1}^{3} \phi_{l}\left\langle\mathrm{j}_{l} \eta, X Y_{k} \eta\right\rangle$. Due to Remark $2.30,\left\langle V_{\xi} \eta, X Y \mathrm{j}_{k} \eta\right\rangle=$ $\left\langle-J_{k}\left(V_{\xi}\right) \eta, X Y \eta\right\rangle=0$. We now observe that $\left\langle\mathrm{j}_{l} \eta, X Y \mathrm{j}_{k} \eta\right\rangle=\varepsilon_{k} \varepsilon_{l}\left\langle J_{k}\left(J_{l}(X)\right) \eta, Y \eta\right\rangle$ and we compute:

$$
\begin{aligned}
& \varepsilon_{1}\left\langle\nabla_{R} \eta, X Y \mathrm{j}_{1} \eta\right\rangle=\phi_{3} \omega_{2}-\phi_{2} \omega_{3}, \\
& \varepsilon_{2}\left\langle\nabla_{R} \eta, X Y \mathrm{j}_{2} \eta\right\rangle=-\phi_{3} \omega_{1}-\phi_{1} \omega_{3}, \\
& \varepsilon_{3}\left\langle\nabla_{R} \eta, X Y \mathrm{j}_{3} \eta\right\rangle=+\phi_{2} \omega_{1}+\phi_{1} \omega_{2} .
\end{aligned}
$$

We now deal the summand $T^{k}(X, Y)=-\left\langle S(X) \eta, J_{1}\left(J_{k}(Y)\right) \eta\right\rangle+\left\langle S(Y) \eta, J_{1}\left(J_{k}(X)\right) \eta\right\rangle$. From Definition 2.33, one can check:

$$
\begin{aligned}
T^{1}(X, Y) & =2\left\langle S_{0}(X) \eta, Y \eta\right\rangle+2 \sum_{k=1}^{3} \lambda_{k}\left\langle J_{k}(X) \eta, Y \eta\right\rangle \\
& =2\left(i\left(S_{0}\right) g+\lambda_{1} \omega_{1}+\lambda_{2} \omega_{2}+\lambda_{3} \omega_{3}\right)(X, Y) .
\end{aligned}
$$

In addition, $T^{2}(X, Y)=\omega_{3}(S(X), Y)-\omega_{3}(S(Y), X)$ and $T^{3}(X, Y)=-\left(\omega_{2}(S(X), Y)-\right.$ $\left.\omega_{3}(S(Y), X)\right)$. Taking into account Lemma 2.36 we obtain:

$$
\begin{aligned}
& T^{2}(X, Y)=2\left(-\lambda_{2} \omega_{1}+\lambda_{1} \omega_{2}+\mu \omega_{3}+i\left(S_{3}\right) \omega_{3}\right)(X, Y) \\
& T^{3}(X, Y)=2\left(-\lambda_{3} \omega_{1}-\mu \omega_{2}+\lambda_{1} \omega_{3}-i\left(S_{2}\right) \omega_{2}\right)(X, Y)
\end{aligned}
$$

In sum, $i(R) d \omega_{1}=4 i\left(S_{0}\right) g+4 \lambda_{1} \omega_{1}+\left(4 \lambda_{2}+2 \phi_{3}\right) \omega_{2}+\left(4 \lambda_{3}-2 \phi_{2} \omega_{3}\right)$. Thus, $\tau_{0}^{k k}=4 \lambda_{1}$, $\tau_{0}^{12}=4 \lambda_{2}+2 \phi_{3}, \tau_{0}^{13}=4 \lambda_{3}-2 \phi_{2}$ and $\tau_{2}^{0}=4 i\left(S_{0}\right) g$. The remaining equalities are obtained similarly.

Our previous results allow us to write the equations for $\mathrm{SU}(2)$ structures induced by a harmonic spinor. We equate $\not D \eta=0$ in Proposition 2.34 and use the values of $d \alpha$ and $d \omega_{k}$ computed in Propositions 2.37 and 2.38 . Rewriting with the notations of Proposition 2.25 , we obtain:

Corollary 2.39. The spinor $\eta$ is harmonic if and only if $\mathrm{SU}(2)$ structure determined by $\eta$, $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$, satisfies:

$$
\begin{aligned}
d \alpha & =\tau_{0}^{23} \omega_{1}+\tau_{0}^{13} \omega_{2}-\tau_{0}^{12} \omega_{3}+\frac{1}{2} \sum_{k=1}^{3}\left(\alpha \wedge \tau_{1}^{k}\right)+\tau_{2}^{4} \\
d \omega_{1} & =+\tau_{0}^{12} \alpha \wedge \omega_{2}+\tau_{0}^{13} \alpha \wedge \omega_{3}+\tau_{1}^{1} \wedge \omega_{1}+\alpha \wedge \tau_{2}^{1} \\
d \omega_{2} & =-\tau_{0}^{12} \alpha \wedge \omega_{1}+\tau_{0}^{23} \alpha \wedge \omega_{3}+\tau_{1}^{2} \wedge \omega_{2}+\alpha \wedge \tau_{2}^{2} \\
d \omega_{3} & =-\tau_{0}^{13} \alpha \wedge \omega_{1}-\tau_{0}^{23} \alpha \wedge \omega_{2}+\tau_{1}^{3} \wedge \omega_{3}+\alpha \wedge \tau_{2}^{3}
\end{aligned}
$$

Proof. We equate $\not D \eta=0$ in Proposition 2.34, and we obtain $4 \mu=\phi_{1}, \lambda_{1}=0,4 \lambda_{2}=-\phi_{3}$, $4 \lambda_{3}=\phi_{2}$, and $-J_{1}\left(V_{1}^{*}\right)=\sum_{k=1}^{3} \varepsilon_{k} J_{k}\left(\Theta_{k}\right)$. According to Propositions 2.37 and 2.38, the 0 -forms are related as follows:

$$
\begin{aligned}
\tau_{0}^{k k} & =4 \lambda_{1}=0 \\
\tau_{0}^{12} & =4 \lambda_{2}+2 \phi_{3}=-4 \lambda_{2}=-\tau_{0}^{3} \\
\tau_{0}^{13} & =4 \lambda_{3}-2 \phi_{2}=-4 \lambda_{3}=\tau_{0}^{2} \\
\tau_{0}^{23} & =4 \mu-2 \phi_{1}=-4 \mu=\tau_{0}^{1}
\end{aligned}
$$

In addition, $\tau_{1}^{4}=2 J_{1}\left(V_{\xi}^{*}\right)=-2 \sum_{k=1}^{3} \varepsilon_{k} J_{k}\left(\Theta_{k}\right)=\frac{1}{2} \sum_{k=1}^{3} \tau_{1}^{k}$.
In [35, Definition 1.5], the authors defined hypo $\mathrm{SU}(2)$ structures as those satisfying

$$
d \omega_{1}=0 \quad \text { and } \quad d\left(\alpha \wedge \omega_{k}\right)=0, \quad k=2,3
$$

The intersection between hypo and spin-harmonic stuctures is characterized by the equations:

- $d \alpha=-\tau_{0}^{23} \omega_{1}+\tau_{2}^{4} ;$
- $d \omega_{2}=+\tau_{0}^{23} \alpha \wedge \omega_{3}+\alpha \wedge \tau_{2}^{2}$;
- $d \omega_{1}=0 ;$
- $d \omega_{3}=-\tau_{0}^{23} \alpha \wedge \omega_{2}+\alpha \wedge \tau_{2}^{3}$.

In section 2.6 we present three nilmanifolds that admit $\mathrm{SU}(2)$ invariant structures in this intersection.

### 2.5 Dirac operator of invariant spinors on Lie groups

### 2.5.1 Spin structures on Lie groups

Let ( $\mathrm{G}, g$ ) be an $n$-dimensional connected, simply connected Lie group endowed with a leftinvariant metric. Fix an orthonormal left-invariant frame $\left(e_{1}, \ldots, e_{n}\right)$; the frame bundle of G is $\mathrm{P}_{\mathrm{SO}}(\mathrm{G})=\mathrm{G} \times \mathrm{SO}(n)$ and its unique spin structure is $\mathrm{P}_{\text {Spin }}(\mathrm{G})=\mathrm{G} \times \operatorname{Spin}(n)$. Fix also an irreducible representation $\rho: \mathrm{Cl}_{n} \rightarrow \operatorname{End}_{\mathbf{k}}(W)$. The spinor bundle of G is $\Sigma(\mathrm{G})=$ $\mathrm{G} \times W$ and the Clifford multiplication by a vector field $X(x)=\sum_{i=1}^{n} X^{i}(x) e_{i}(x)$ is given by $X(x) \phi(x)=\sum_{i=1}^{n} X^{i}(x) \rho\left(e_{i}\right) \phi(x)$ where $\left\{e_{i}\right\}_{i=1}^{n}$ is the canonical basis of $\mathbb{R}^{n}$. Each spinor is identified with a map $\phi: \mathrm{G} \rightarrow W$ and we call the spinor $\phi$ left-invariant if it is constant.

Let $\Gamma$ be a discrete subgroup of G and $\pi: \mathrm{G} \rightarrow \Gamma \backslash \mathrm{G}$ be the canonical projection. We endow $\Gamma \backslash G$ with the metric, that we also denote by $g$, which pulls back to $g$ under $\pi$.

Lemma 2.40. There is a bijective correspondence between homomorphisms $\varepsilon: \Gamma \rightarrow\{ \pm 1\}$ and spin structures on $\Gamma \backslash \mathrm{G}$ :

$$
\varepsilon \longmapsto \mathrm{P}_{\mathrm{Spin}}(\Gamma \backslash \mathrm{G})^{\varepsilon}=\Gamma \backslash(\mathrm{G} \times \operatorname{Spin}(n))
$$

where the action is $y \cdot(x, \tilde{h})=(y x, \varepsilon(y) \tilde{h})$, for $y \in \Gamma$.
Proof. Spin structures on $\Gamma \backslash \mathrm{G}$ are in a bijective correspondence with liftings of the action $\Gamma \times \mathrm{P}_{\mathrm{SO}}(\mathrm{G}) \rightarrow \mathrm{P}_{\mathrm{SO}}(\mathrm{G}), y \cdot F_{x}=d\left(\mathrm{~L}_{y}\right)_{x}\left(F_{x}\right)$ where $\mathrm{L}_{y}$ denotes the left multiplication by $y$ (see [54, page 43]). This action commutes with the action of $\mathrm{SO}(n)$ on $\mathrm{P}_{\mathrm{SO}}(\mathrm{G})$ and therefore a lifting of this action commutes with the action of $\operatorname{Spin}(n)$ on $\mathrm{P}_{\operatorname{Spin}}(\mathrm{G})$.

According to the identification $\mathrm{P}_{\mathrm{SO}}(\mathrm{G})=\mathrm{G} \times \mathrm{SO}(n)$ given by $\left(e_{1}, \ldots, e_{n}\right)$, the action is $y \cdot(x, h)=(y x, h)$. A lifting of the action to $\mathrm{P}_{\text {Spin }}(\mathrm{G})=\mathrm{G} \times \operatorname{Spin}(n)$ should satisfy $y \cdot(x, 1)=(y x, \varepsilon(y) 1)$ for some map $\varepsilon: \Gamma \rightarrow\{ \pm 1\}$, which is necessarily a homomorphism. The previous discussion shows that this property determines the action.

The spinor bundle associated to $\mathrm{P}_{\text {Spin }}(\Gamma \backslash \mathrm{G})^{\varepsilon}$ is $\Sigma(\Gamma \backslash \mathrm{G})^{\varepsilon}=\mathrm{P}_{\text {Spin }}(\Gamma \backslash \mathrm{G})^{\varepsilon} \times{ }_{\rho} W$, which is isomorphic to $\Gamma \backslash(\mathrm{G} \times W)$ via the induced action $y \cdot(x, v)=(y x, \varepsilon(y) v)$. Spinors are then identified with maps $\phi: \mathrm{G} \rightarrow W$ such that $\phi(y x)=\varepsilon(y) \phi(x)$ for $x \in \mathrm{G}, y \in \Gamma$, and Clifford multiplication of a spinor $\phi: \mathrm{G} \rightarrow W$ with a vector field $X \in \mathfrak{X}(\Gamma \backslash \mathrm{G})$ such that $X(\pi(x))=\sum_{i=1}^{n} X^{i}(x) d \pi_{x}\left(e_{i}(x)\right)$ is determined by $X \phi(x)=\sum_{i=1}^{n} X^{i}(x) \rho\left(e_{i}\right) \phi(x)$. Moreover, a spinor $\phi \in \Sigma(\Gamma \backslash \mathrm{G})^{\varepsilon}$ lifts to a unique spinor $\bar{\phi} \in \Sigma(\mathrm{G})$ and both are identified with the same map $\mathrm{G} \rightarrow W$. Using this identification, for a left-invariant vector field $X \in \mathfrak{X}(\mathrm{G})$ we have $\nabla_{d \pi_{x}(X)} \phi(x)=\nabla_{X} \bar{\phi}(x)$ and, according to [54, page 60],

$$
\begin{equation*}
\nabla_{X} \bar{\phi}=d_{X} \bar{\phi}+\frac{1}{2} \sum_{j<k} g\left(\nabla_{X} e_{j}, e_{k}\right) e_{j} e_{k} \bar{\phi} \tag{2.3}
\end{equation*}
$$

In the sequel we focus on quotients $\Gamma \backslash G$ and on spinors that lift to left-invariant spinors on G; we call those left-invariant spinors. Of course, they are associated to the trivial spin structure and they are constant. Special examples are given by nilmanifolds, where G is nilpotent, and solvmanifolds, where G is solvable.

In particular, we restrict our attention to left-invariant harmonic spinors. Mind that the non existence of left-invariant harmonic spinors does not imply the non existence of harmonic spinors associated to the trivial spin structure. For instance, from Proposition 2.41 one can deduce that a 3-dimensional nilmanifold, quotient of the Heisenberg group, does not admit left-invariant harmonic spinors; however, Corollary 3.2 in [3] implies that every spin structure on such a nilmanifold admits a left-invariant metric with non-zero harmonic spinors.

### 2.5.2 Dirac operator

Let $(\mathrm{G}, g)$ be a Lie group endowed with a left-invariant metric, let $\left(e_{1}, \ldots, e_{n}\right)$ be a leftinvariant orthonormal frame with dual coframe $\left(e^{1}, \ldots, e^{n}\right)$. Let $\Gamma$ be a discrete subgroup of G and consider the spin structure associated to the trivial action on $\Gamma \backslash \mathrm{G}$. We follow the notation of the previous subsection.

Proposition 2.41. Let $\phi$ be a left-invariant spinor. Then

$$
\begin{equation*}
4 \not D \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi . \tag{2.4}
\end{equation*}
$$

Proof. First we compute the covariant derivative of $\phi$ according to formula (2.3). Observe that $d_{e_{i}} \phi=0$ because $\phi$ is left-invariant. The Koszul formula allows us to obtain

$$
2 \bar{\nabla}_{e_{i}} e_{j}=\left(i\left(e_{i}\right) d e^{j}+i\left(e_{j}\right) d e^{i}\right)^{\sharp}-\sum_{k} d e^{k}\left(e_{i}, e_{j}\right) e_{k},
$$

where $\bar{\nabla}$ is the Levi-Civita connection and $\nabla$ is the spinor connection. Therefore,

$$
\begin{aligned}
\nabla_{e_{i}} \phi & =\frac{1}{4}\left(\sum_{j<k}\left(d e^{j}\left(e_{i}, e_{k}\right)+d e^{i}\left(e_{j}, e_{k}\right)-d e^{k}\left(e_{i}, e_{j}\right)\right) e_{j} e_{k}\right) \phi \\
& =\frac{1}{4}\left(d e^{i} \phi-2 \sum_{j, k} d e^{k}\left(e_{i}, e_{j}\right) e_{j} e_{k} \phi+2 \sum_{k} d e^{k}\left(e_{k}, e_{i}\right)\right) \phi
\end{aligned}
$$

From this we deduce:

$$
\begin{aligned}
4 \not D \phi & =\sum_{i=1}^{n} e^{i} d e^{i} \phi-2 \sum_{i<j, k} d e^{k}\left(e_{i}, e_{j}\right) e_{i} e_{j} e_{k} \phi+2 \sum_{i, k} d e^{k}\left(e_{k}, e_{i}\right) e_{i} \phi \\
& =\sum_{i=1}^{n}\left(e^{i} d e^{i}-2 d e^{i} e_{i}+2 i\left(e_{i}\right) d e^{i}\right) \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi,
\end{aligned}
$$

where we have used that $e^{i} d e^{i} \phi=\left(e^{i} \wedge d e^{i}-i\left(e_{i}\right) d e^{i}\right) \phi$ and $\left(d e^{i}\right) e^{i} \phi=\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi$.
Since our focus is on nilmanifolds and solvmanifolds, we specialize Proposition 2.41 to this setting. Recall that a frame $\left(e_{1}, \ldots, e_{n}\right)$ of a nilpotent Lie group is called nilpotent if

$$
\left[e_{i}, e_{j}\right]=\sum_{k>i, j} c_{i j}^{k} e_{k} .
$$

Corollary 2.42. Let G be a nilpotent Lie group and let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal nilpotent left-invariant frame. Let $\phi: \mathrm{G} \rightarrow W$ be a left-invariant spinor; then

$$
\begin{equation*}
4 \not D \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}\right) \phi \tag{2.5}
\end{equation*}
$$

In particular, the operator $\not D$ is $\langle\cdot, \cdot\rangle$-symmetric on the space of invariant spinors.
Next, suppose that $\mathfrak{g}$ is a rank-1 extension of a nilpotent Lie algebra $\mathfrak{n}$, and let $G$ and $N$ be the associated simply connected Lie groups. As vector spaces $\mathfrak{g}=\left\langle e_{0}\right\rangle \oplus \mathfrak{n}$; the Lie bracket in $\mathfrak{g}$ is given by

$$
\left[e_{0}, X\right]_{\mathfrak{g}}=\mathcal{D}(X), \quad[X, Y]_{\mathfrak{g}}=[X, Y]_{\mathfrak{n}} \quad \text { for } X, Y \in \mathfrak{n},
$$

where $\mathcal{D}: \mathfrak{n} \rightarrow \mathfrak{n}$ is a derivation. In terms of covectors, $\mathcal{D}$ can be seen as a linear map $\mathfrak{n}^{*} \rightarrow \mathfrak{n}^{*}$ such that $d_{\mathfrak{n}} \circ \mathcal{D}=\mathcal{D} \circ d_{\mathfrak{n}}$, where $d_{\mathfrak{n}}: \Lambda^{k} \mathfrak{n}^{*} \rightarrow \Lambda^{k+1} \mathfrak{n}^{*}$ is the Chevalley-Eilenberg differential. Extending $\alpha \in \Lambda^{k} \mathfrak{n}^{*}$ by zero to $\left\langle e_{0}\right\rangle$, one has

$$
\begin{equation*}
d_{\mathfrak{g}} \alpha=d_{\mathfrak{n}} \alpha+(-1)^{k+1} \mathcal{D}(\alpha) \wedge e^{0} \tag{2.6}
\end{equation*}
$$

where $d_{\mathfrak{g}}: \Lambda^{k} \mathfrak{g}^{*} \rightarrow \Lambda^{k+1} \mathfrak{g}^{*}$ is the Chevalley-Eilenberg differential. We also suppose that G is endowed with an invariant metric which makes $e^{0}$ orthogonal to $\mathfrak{n}^{*}$.
Corollary 2.43. Suppose that $\left(e_{1}, \ldots, e_{n}\right)$ is an orthonormal left-invariant frame of N and let $\phi: \mathrm{G} \rightarrow W$ be a left-invariant spinor. Then

$$
\begin{equation*}
4 \not D \phi \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d_{\mathfrak{n}} e^{i}+i\left(e_{i}\right) d_{\mathfrak{n}} e^{i}+e^{0} \wedge e^{i} \wedge \mathcal{D}\left(e^{i}\right)\right) \phi-\operatorname{tr}(\mathcal{D}) e^{0} \phi \tag{2.7}
\end{equation*}
$$

In particular if $\mathcal{D}$ is symmetric and $\left(e_{1}, \ldots, e_{n}\right)$ is a basis of eigenvectors then $4 \not D \phi=$ $-\sum_{i=1}^{n}\left(e^{i} \wedge d_{\mathfrak{n}} e^{i}\right)+i\left(e_{i}\right) d_{\mathfrak{n}} e^{i} \phi-\operatorname{tr}(\mathcal{D}) e^{0} \phi$.

Proof. The formula is deduced from Proposition 2.41 and 2.6 . In addition, if $\mathcal{D}$ is symmetric and $\left(e^{1}, \ldots, e^{n}\right)$ is a basis of eigenvectors of $\mathcal{D}$, then $e^{i} \wedge \mathcal{D}\left(e^{i}\right)=0$.

### 2.5.3 The operator $\not D^{2}$ on nilmanifolds

The square of the Dirac operator is elliptic and has positive eigenvalues. In this subsection we fix the trivial spin structure on a nilmanifold $\Gamma \backslash G$ associated to the trivial action and obtain a formula for the square of the Dirac operator over the space of left-invariant spinors. This allows us to understand the eigenvalues of the 5-dimensional Dirac operator in Section 2.6. A straightforward computation gives the following result:

Lemma 2.44. Suppose that $\left(e_{1}, \ldots, e_{n}\right)$ is an orthonormal nilpotent left-invariant frame of G and $\phi: \mathrm{G} \rightarrow W$ a left-invariant spinor, then:

$$
\begin{equation*}
16 \not D^{2} \phi=\left(\sum_{i}-\left(d e^{i}\right)^{2}+\sum_{i<j}\left(e^{i j} d e^{i} d e^{j}-d e^{j} d e^{i} e^{i j}\right)\right) \phi . \tag{2.8}
\end{equation*}
$$

We discuss each summand of (2.8). We use the juxtaposition of indices to denote Clifford products, for instance $e_{i j}=e_{i} e_{j}$. Moreover, each $\beta=\sum_{i_{1}<\cdots<i_{k}} \beta_{i_{1}, \ldots, i_{k}} e^{i_{1} \ldots i_{k}} \in \Lambda^{k} \mathfrak{g}^{*}$ is identified with the element $\sum_{i_{1}<\cdots<i_{k}} \beta_{i_{1}, \ldots, i_{k}} e_{i_{1} \ldots i_{k}}$ of the Clifford algebra. This identification does not depend on the orthonormal basis chosen. We also set

$$
\gamma_{i j}=e^{i j} d e^{i} d e^{j}-d e^{j} d e^{i} e^{i j}
$$

Lemma 2.45. Consider $\omega \in \Lambda^{2} \mathfrak{g}^{*}$; in terms of the previous identifications,

$$
\omega \cdot \omega=-\|\omega\|^{2}+\omega \wedge \omega
$$

Proof. Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis and write $\omega=\sum_{i<j} \omega_{i j} e_{i j}$. If $i, j, k, l$ are distinct indices, then it is easy to obtain that $e_{i j} e_{i k}+e_{i k} e_{i j}=0$ and that $e_{i j k l}+e_{k l i j}=2 e_{i j k l}$. A combination of these properties leads to the equality:

$$
\left(\sum_{i<j} \omega_{i j} e_{i j}\right)^{2}=-\sum_{i<j} \omega_{i j}^{2}+2 \sum_{i<j<k<l}\left(\omega_{i j} \omega_{k l}+\omega_{i l} \omega_{j k}-\omega_{i k} \omega_{j l}\right) e_{i j k l}
$$

which proves the lemma.

Remark 2.46. The operator $e_{i j k l}$. satisfies $\left(e_{i j k l} \cdot\right)^{2}=\mathrm{I}$ and it is not an homotethy. Let $\Delta_{ \pm}$ be the eigenspace associated to $\pm 1$ and consider $\phi_{ \pm} \in \Delta_{ \pm}$. Then,

$$
\left(\omega_{i j} e^{i j}+\omega_{k l} e^{k l}\right)^{2} \phi_{ \pm}=-\left(\omega_{i j} \mp \omega_{k l}\right)^{2} \phi_{ \pm} .
$$

The endomorphism $\left(\omega_{i j} e^{i j}+\omega_{k l} e^{k l}\right)$ is invertible except when $\omega_{i j}= \pm \omega_{k l}$; in this case the kernel is $\Delta_{ \pm}$.
Lemma 2.47. Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal nilpotent left-invariant frame of G and $i<j$. Then

$$
\gamma_{i j}=-2 d e^{i} \wedge i\left(e_{i}\right) d e^{j} \wedge e^{j}+2 \sum_{k<i} i\left(e_{k}\right) d e^{i} \wedge i\left(e_{k}\right)\left(\left.d e^{j}\right|_{\left\langle e_{i}\right\rangle^{\perp}}\right) \wedge e^{i j} .
$$

Proof. We denote $\alpha=i\left(e_{i}\right) d e^{j} \in \mathfrak{g}^{*}$ and $\beta=\left.d e^{j}\right|_{\left\langle e_{i}\right\rangle} ^{\perp} \in \Lambda^{2}\left\langle e^{i}\right\rangle^{\perp}$, that is, $d e^{j}=e^{i} \wedge \alpha+\beta$. Observe that $e_{i j} d e^{i} d e^{j}=e_{i j} d e^{i}\left(e^{i} \wedge \alpha+\beta\right)=d e^{i}\left(-e^{i} \wedge \alpha+\beta\right) e_{i j}$ and that $e_{i} \beta=\beta e_{i}$. Therefore,

$$
\gamma_{i j}=\left(d e^{i}\left(-e^{i} \wedge \alpha+\beta\right)-\left(e^{i} \wedge \alpha+\beta\right) d e^{i}\right) e_{i j}=-\left(d e^{i} \alpha+\alpha d e^{i}\right) e_{j}+\left(d e^{i} \beta-\beta d e^{i}\right) e_{i j} .
$$

We now identify the terms in the summand. On the one hand, if we write $d e^{i}=\alpha \wedge \alpha^{\prime}+\beta^{\prime}$ where $\alpha^{\prime}=i\left(\alpha^{\sharp}\right) d e^{i}$ and $\beta^{\prime}=\left.d e^{i}\right|_{\left\langle\alpha^{\sharp}\right\rangle^{\perp}}$, we obtain:

$$
\left(d e^{i} \alpha+\alpha d e^{i}\right) e_{j}=2\left(\beta^{\prime} \alpha\right) e^{j}=2 d e^{i} \wedge \alpha \wedge e^{j} .
$$

On the other hand, it is sufficient to prove $\left(d e^{i} \beta-\beta d e^{i}\right)=2 \sum_{k<i} i\left(e_{k}\right) d e^{i} \wedge i\left(e_{k}\right) \beta$ in the case that $d e^{i}=e^{p q}$ and $\beta=e^{l m}$ with $l<m$ and $p<q$. We distinguish two cases:

1. If $(p, q)=(l, m)$ or $p, q \notin\{l, m\}$, then $e^{p q} e^{l m}-e^{l m} e^{p q}=0$. In addition, we have $\sum_{k=1}^{j-1} i\left(e_{k}\right) e^{p q} \wedge i\left(e_{k}\right) e^{l m}=0$.
2. In other case; for instance if $p=l$ and $q \neq m$, then $e^{p q} e^{p m}-e^{p m} e^{p q}=2 e^{q m}$ and $2 \sum_{k=1}^{j-1} i\left(e_{k}\right) e^{p q} \wedge i\left(e_{k}\right) e^{p m}=2 e^{q m}$. The other instances are similar.

From this we obtain:
Corollary 2.48. Let $\left(e_{1}, \ldots, e_{n}\right)$ be a nilpotent orthonormal left-invariant frame of G and let $\phi$ be a left-invariant spinor; then,

$$
\begin{aligned}
16 \not D^{2} \phi= & \sum_{i=1}^{n}\left(\left\|d e^{i}\right\|^{2}-d e^{i} \wedge d e^{i}\right) \phi-2 \sum_{i<j}\left(d e^{i} \wedge i\left(e_{i}\right) d e^{j} \wedge e^{j}\right) \phi \\
& +2 \sum_{k<i<j} i\left(e_{k}\right) d e^{i} \wedge i\left(e_{k}\right)\left(\left.d e^{j}\right|_{\left\langle e_{i}\right\rangle^{\perp}}\right) \wedge e^{i j} \phi .
\end{aligned}
$$

### 2.6 Spin-harmonic structures on nilmanifolds

In order to determine left-invariant harmonic structures on nilmanifolds one has to compute the Dirac operator associated to each left-invariant metric and study its kernel. In dimension 4 and 5 we give a list of all left-invariant metrics and compute the eigenvalues of the Dirac operator by means of the metric using Corollary [2.48, We also give a list of 6 -dimensional nilmanifolds that admit left-invariant harmonic structures and list one such metric on each algebra.

Note that the existence of left-invariant harmonic spinors on a nilmanifold $\Gamma \backslash \mathrm{G}$ depends on the Lie algebra $\mathfrak{g}$. For this reason, we sometimes write that the Lie algebra $\mathfrak{g}$ admits harmonic spinors.

For Lie algebras we use Salamon's notation: $(0,0,12,13)$ denotes the 4 -dimensional Lie algebra with basis $\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ and dual basis $\left(e^{1}, e^{2}, e^{3}, e^{4}\right)$, with differentials $d e^{1}=d e^{2}=0$, $d e^{3}=e^{12}$ and $d e^{4}=e^{13}$. The list of nilmanifolds up to dimension 6 can be found in [13].

### 2.6.1 4-dimensional nilmanifolds

In terms of an orthonormal nilpotent basis, the list of non-abelian 4-dimensional metric nilpotent Lie algebras is:

|  |  | $d e^{3}$ | $d e^{4}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{~L}_{3} \oplus \mathrm{~A}_{1}$ | $(0,0,0,12)$ | 0 | $\mu_{12} e^{12}$ |
| $\mathrm{~L}_{4}$ | $(0,0,12,13)$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12} e^{2}+\mu_{13} e^{3}\right)$ |

Here $\mu_{i j}$ denote structure constants which are necessarily non-zero, while $\lambda_{i j}$ may vanish.
Theorem 2.49. 4-dimensional non-abelian nilmanifolds have no left-invariant harmonic spinors.

Proof. The Dirac operator on $\mathrm{L}_{3} \oplus \mathrm{~A}_{1}$ is $\not D \phi=\mu_{12} e^{124} \phi$, and the square of the Dirac operator on $\mathrm{L}_{4}$ is $16 \not D^{2} \phi=\left(\mu_{12}^{2}+\mu_{13}^{2}+\lambda_{12}^{2}\right) \phi$. Both are invertible.

### 2.6.2 5-dimensional nilmanifolds

As in Section 2.4.2, we fix an irreducible representation of $\mathrm{Cl}_{5}, \rho_{5}: \mathrm{Cl}_{5} \rightarrow \operatorname{End}_{\mathbb{C}}(W)$, with complex structure $\mathrm{j}_{1}=\rho_{5}\left(\nu_{5}\right)$ and a quaternionic stucture $\mathrm{j}_{2}$ that anticommutes with the Clifford product; define $\mathrm{j}_{3}=\mathrm{j}_{1} \circ \mathrm{j}_{2}$. For instance, let $\rho_{6}$ be the representation of the real 6 -dimensional Clifford algebra described on subsection 2.4.2 and define $\rho_{5}=\rho_{6} \circ i_{5}$, as in Proposition 2.1. Then, $\mathrm{j}_{1}=\rho_{5}\left(\nu_{5}\right)$ and $\mathrm{j}_{2}=\rho_{6}\left(e_{6}\right)$.

We first use Corollary 2.48 to obtain the eigenvalues of the Dirac operator. In the presence of a harmonic spinor $\eta$, we can relate the operator $16 \not D^{2}$ with the 1 -form $\alpha$ of the $\mathrm{SU}(2)$ structure defined by $\eta$.

Proposition 2.50. Let $\left(e_{1}, \ldots, e_{5}\right)$ be an orthonormal nilpotent left-invariant frame of $\mathfrak{g}$ and let $\phi$ be a left-invariant spinor. Then $16 \not D^{2} \phi=\mu \phi+v \mathrm{j}_{1} \phi$ where $\mu=\sum\left\|d e^{i}\right\|^{2}$ and

$$
\begin{aligned}
v^{\sharp}= & \star\left(d e^{5} \wedge d e^{5}\right)+2 \star\left(\sum_{i=3}^{4} d e^{i} \wedge i\left(e_{i}\right) d e^{5} \wedge e^{5}\right) \\
& -2 \star\left(\sum_{i=3}^{4} \sum_{k=1}^{3} i\left(e_{k}\right) d e^{i} \wedge i\left(e_{k}\right)\left(\left.d e^{5}\right|_{\left\langle e_{i}\right\rangle^{\perp}}\right) \wedge e^{i 5}\right) .
\end{aligned}
$$

In addition, $\mu \geq\|v\|$ and the restriction of the operator $4 \not D$ to the space of invariant spinors has four complex eigenspaces, associated to $\pm(\mu \pm\|v\|)^{\frac{1}{2}}$. The endomorphism $\mathrm{j}_{2}$ maps the eigenspace associated to $(\mu \pm\|v\|)^{\frac{1}{2}}$ to the eigenspace associated to $-(\mu \pm\|v\|)^{\frac{1}{2}}$. In particular, there exist left-invariant harmonic spinors if and only if $\mu=\|v\|$.

Proof. First observe that if $\gamma \in \Lambda^{4} \mathfrak{g}^{*}$, then $\gamma \phi=-(\star \gamma) \mathrm{j}_{1} \phi$. This computation is straightforward for simple forms and is extended to $\Lambda^{4} \mathfrak{g}^{*}$ by linearity. Note also that the nilpotency property guarantees that $d e^{j} \wedge d e^{j}=0$ for $j \leq 4$ and that $\gamma_{34}=0$. Those remarks and Corollary 2.48 allow us to conclude the first statement. From this we get that the eigenvalues of $16 \not D^{2}$ are $\mu \pm\|v\| \geq 0$ and the eigenvalues of $4 \not D$ are therefore, $\pm(\mu \pm\|v\|)^{\frac{1}{2}}$. Finally, the equality $\nabla_{X} \mathrm{j}_{k} \phi=\mathrm{j}_{k} \nabla_{X} \phi$, implies $\not D \mathrm{j}_{k}=\varepsilon_{k} \mathrm{j}_{k} \not D$ which is sufficient to conclude the rest.

Proposition 2.51. Let $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right)$ be the $\mathrm{SU}(2)$ structure determined by a left-invariant unit-length spinor $\eta$. Let $\left(e_{1}, \ldots, e_{5}\right)$ be an orthonormal nilpotent frame and consider $\mu$ and $v$ defined as in Proposition 2.50. The spinor $\eta$ is harmonic if and only if $\|v\|=\mu$ and $v=-\mu \alpha^{\sharp}$.

Proof. Decompose $v=\lambda \alpha^{\sharp}+w$ according to the orthogonal decomposition $\left\langle\alpha^{\sharp}\right\rangle \oplus \xi$. By Corollary 2.48, $\not D^{2} \eta=\mu \eta+\left(\lambda \alpha^{\sharp}+w\right) \mathrm{j}_{1} \eta=(\mu+\lambda) \eta+w \mathrm{j}_{1} \eta$, using that $\alpha^{\sharp} \mathrm{j}_{1} \eta=\mathrm{j}_{1} \alpha^{\sharp} \eta=$ $\mathrm{j}_{1}\left(-\mathrm{j}_{1} \eta\right)=\eta$, from Lemma 2.29 (2). This implies, according to Lemma 2.27, that $w=0$ and $\mu=-\lambda$. Thus, $v=-\mu \alpha^{\sharp}$.

From these results we observe that on a nilpotent Lie algebra, the component of $v$ on the subspace $\left\langle e^{5}\right\rangle$ depends on the non-degeneracy of $d e^{5}$. Moreover, taking into account the structure equations of 5 -dimensional nilpotent Lie algebras given in Lemma 2.52, one deduces that the component of $v$ on $\left\langle e^{4}\right\rangle$ is always 0 . In any case, the vector $v$ is determined in Theorem 2.53.

The non-abelian nilpotent 5 -dimensional Lie algebras are the following:

- $\mathrm{L}_{3} \oplus \mathrm{~A}_{2},(0,0,0,0,12)$
- $\mathrm{L}_{5,3},(0,0,0,12,14+23)$
- $\mathrm{L}_{4} \oplus \mathrm{~A}_{1},(0,0,0,12,14)$
- $\mathrm{L}_{5,5},(0,0,12,13,23)$
- $\mathrm{L}_{5,1},(0,0,0,0,12+34)$
- $\mathrm{L}_{5,4},(0,0,12,13,14)$
- $\mathrm{L}_{5,2},(0,0,0,12,13)$
- $\mathrm{L}_{5,6},(0,0,12,13,14+23)$

Lemma 2.52. The following table contains a list of non-abelian 5 -dimensional metric nilpotent Lie algebras in terms of an orthonormal nilpotent basis $\left(e_{1}, \ldots, e_{5}\right)$ with dual basis $\left(e^{1}, \ldots, e^{5}\right)$. Here $\mu_{i j}$ denote structure constants which are non-zero, while $\lambda_{i j}$ or $\lambda_{i j ; k}$ denote those which may be zero.

|  | $d e^{3}$ | $d e^{4}$ | $d e^{5}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{~L}_{3} \oplus \mathrm{~A}_{2}$ | 0 | 0 | $\mu_{12} e^{12}$ |
| $\mathrm{~L}_{4} \oplus \mathrm{~A}_{1}$ | 0 | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12} e^{2}+\lambda_{13} e^{3}+\mu_{14} e^{4}\right)$ |
| $\mathrm{L}_{5,1}$ | 0 | 0 | $\mu_{12} e^{12}+\mu_{34} e^{34}$ |
| $\mathrm{~L}_{5,2}$ | 0 | $\mu_{12} e^{12}$ | $\mu_{13} e^{13}$ |
| $\mathrm{~L}_{5,3}$ | 0 | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12} e^{2}+\lambda_{13} e^{3}+\mu_{14} e^{4}\right)+\mu_{23} e^{23}$ |
| $\mathrm{~L}_{5,5}$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12 ; 4} e^{2}+\mu_{13} e^{3}\right)$ | $\lambda_{12 ; 5} e^{12}+\mu_{23} e^{23}$ |
| $\mathrm{~L}_{5,4}$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12 ; 4} e^{2}+\mu_{13} e^{3}\right)$ | $e^{1}\left(\lambda_{12 ; 5} e^{2}+\lambda_{13} e^{3}+\mu_{14} e^{4}\right)$ |
| $\mathrm{L}_{5,6}$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12 ; 4} e^{2}+\mu_{13} e^{3}\right)$ | $e^{1}\left(\lambda_{12 ; 5} e^{2}+\lambda_{13} e^{3}+\mu_{14} e^{4}\right)+\mu_{23} e^{23}$ |

Theorem 2.53. If a 5-dimensional nilmanifold $\Gamma \backslash \mathrm{G}$ admits left-invariant harmonic spinors, then $\mathfrak{g}=\mathrm{L}_{5, j}, j=1,2,3,4,6$.

Proof. Following the notation of Lemma [2.52, we compute $\mu$ and $v$ defined as in Proposition 2.50. Obviously, $\mu$ is the sum of the squares of the parameters involved. In order to compute the vector $v$, we suppose that the nilpotent basis is positively oriented. This assumption does not depend on the existence of harmonic spinors. We summarize the result in the following table:

|  | $v$ |
| :--- | :---: |
| $\mathrm{~L}_{3} \oplus \mathrm{~A}_{2}$ | 0 |
| $\mathrm{~L}_{4} \oplus \mathrm{~A}_{1}$ | $-2 \mu_{12} \lambda_{13} e_{1}$ |
| $\mathrm{~L}_{5,1}$ | $2 \mu_{12} \mu_{34} e_{5}$ |
| $\mathrm{~L}_{5,2}$ | $-2 \mu_{12} \mu_{13} e_{1}$ |
| $\mathrm{~L}_{5,3}$ | $2\left(-\mu_{12} \lambda_{13} e_{1}-\mu_{12} \mu_{23} e_{2}+\mu_{14} \mu_{23} e_{5}\right)$ |
| $\mathrm{L}_{5,5}$ | $2\left(\mu_{13} \lambda_{12 ; 5} e_{1}+\lambda_{12 ; 4} \mu_{23} e_{2}-\mu_{12} \mu_{13} e_{3}\right)$ |
| $\mathrm{L}_{5,4}$ | $2\left(\mu_{12} \mu_{14}-\lambda_{12 ; 4} \lambda_{13}+\mu_{13} \lambda_{12 ; 5}\right) e_{1}$ |
| $\mathrm{~L}_{5,6}$ | $2\left(\left(\mu_{12} \mu_{14}-\lambda_{12 ; 4} \lambda_{13}+\mu_{13} \lambda_{12 ; 5}\right) e_{1}-\mu_{23}\left(\lambda_{12 ; 4} e_{2}+\mu_{13} e_{3}\right)+\mu_{14} \mu_{23} e_{5}\right)$ |

We now study, on each Lie algebra, the equation that determines the presence of leftinvariant harmonic spinors: $\mu=\|v\|$.
$\mathrm{L}_{3} \oplus \mathrm{~A}_{2}$ and $\mathrm{L}_{4} \oplus \mathrm{~A}_{1}$ do not admit any left-invariant harmonic spinor because $\mu>\|v\|$. Left-invariant metrics admitting left-invariant harmonic spinors on $L_{5,1}$ are characterized by the equation $\mu_{12}= \pm \mu_{34}$. On the algebra $L_{5,2}$ are characterized by $\mu_{12}= \pm \mu_{13}$.

On the algebra $L_{5,3}$, the smallest eigenvalue of $16 \not D^{2}$ is

$$
\lambda_{12}^{2}+\mu_{12}^{2}+\lambda_{13}^{2}+\mu_{14}^{2}+\mu_{23}^{2}-2\left(\mu_{12}^{2}\left(\lambda_{13}^{2}+\mu_{23}^{2}\right)+\mu_{14}^{2} \mu_{23}^{2}\right)^{\frac{1}{2}} \geq 0
$$

If the metric has harmonic spinors, necessarily $\lambda_{12}=0$. In addition, the previous condition leads us to $\lambda_{13}^{2}=\mu_{12}^{2}-\mu_{13}^{2}-\mu_{14}^{2} \pm 2\left(\mu_{14}^{2} \mu_{23}^{2}-\mu_{14}^{2} \mu_{12}^{2}\right)^{\frac{1}{2}}$, whose solutions are $\lambda_{13}=0, \mu_{23}^{2}>\mu_{12}^{2}$ and $\mu_{14}^{2}=\mu_{23}^{2}-\mu_{12}^{2}$.

On $L_{5,5}$ the smallest eigenvalue of $16 \not D^{2}$ is,

$$
\mu_{12}^{2}+\lambda_{12 ; 4}^{2}+\mu_{13}^{2}+\lambda_{12 ; 5}^{2}+\mu_{23}^{2}-2\left(\mu_{13}^{2} \mu_{23}^{2}+\lambda_{12 ; 4}^{2} \mu_{23}^{2}+\lambda_{12 ; 5}^{2} \mu_{13}^{2}\right)^{\frac{1}{2}} \geq 0
$$

Since this value is non-negative for every choice of the parameters, necessarily $\lambda_{12 ; 4}^{2}+\mu_{13}^{2}+$ $\lambda_{12 ; 5}^{2}+\mu_{23}^{2}-2\left(\mu_{13}^{2} \mu_{23}^{2}+\lambda_{12 ; 4}^{2} \mu_{23}^{2}+\lambda_{12 ; 5}^{2} \mu_{13}^{2}\right)^{\frac{1}{2}} \geq 0$. The smallest eigenvalue is therefore greater or equal to $\mu_{12}^{2}>0$. Consequently, the metric has no left-invariant harmonic spinors.

On $L_{5,4}$ the eigenvalues of $16 \not D^{2}$ are:

$$
\left(\mu_{12} \mp \mu_{14}\right)^{2}+\left(\lambda_{12 ; 4} \pm \lambda_{13}\right)^{2}+\left(\mu_{13} \mp \lambda_{12 ; 5}\right)^{2} .
$$

Metrics which admit left-invariant harmonic spinors are such that: $\mu_{12}= \pm \mu_{14}, \lambda_{12 ; 4}=\mp \lambda_{13}$ and $\mu_{13}= \pm \lambda_{12 ; 5}$.

Finally, a metric on $\mathrm{L}_{5,6}$ has left-invariant harmonic spinors if and only if:

$$
\begin{aligned}
& \left(\mu_{12}^{2}+\lambda_{12 ; 4}^{2}+\mu_{13}^{2}+\lambda_{12 ; 5}^{2}+\lambda_{13}^{2}+\mu_{14}^{2}+\mu_{23}^{2}\right)^{2}= \\
& \quad=4\left(\mu_{14}^{2} \mu_{23}^{2}+\left(-\mu_{13} \lambda_{12 ; 5}+\lambda_{13} \lambda_{12 ; 4}-\mu_{12} \mu_{14}\right)^{2}+\lambda_{12 ; 4}^{2} \mu_{23}^{2}+\mu_{13}^{2} \mu_{23}^{2}\right)
\end{aligned}
$$

We now show that this equation has solutions. If we suppose that $\lambda_{12 ; 4}=0$ then the condition $\lambda_{13}=0$ is necessary for the presence of harmonic spinors. Moreover, the previous equation leads us to: $\mu_{23}^{2}=\mu_{13}^{2}+\mu_{14}^{2}-\lambda_{12 ; 5}^{2}+2 \mathbf{i}\left(\lambda_{12 ; 5} \mu_{14}-\mu_{12} \mu_{13}\right)$. Therefore, $\mu_{14}^{2}>\mu_{12}^{2}$, $\lambda_{12 ; 5}^{2}=\frac{\mu_{13}^{2} \mu_{12}^{2}}{\mu_{14}^{2}}$ and $\mu_{23}^{2}=\frac{1}{\mu_{14}^{2}}\left(\mu_{14}^{2}-\mu_{12}^{2}\right)\left(\mu_{13}^{2}+\mu_{14}^{2}\right)$.

Lemma 2.52 is a list in which one fixes an orthonormal basis of $\mathbb{R}^{5}$ and varies the Lie bracket within an isomorphism class of Lie brackets. According to Lemma 2.51 and the proof of Theorem 2.53 , the 1 -forms $\alpha$ of two different spin-harmonic structures on a nilmanifold
with universal covering $L_{5,1}, L_{5,2}$ or $L_{5,4}$ are proportional. We give an example of the forms that determine the structure on each case; we compute them using the representation we fixed at the beginning of the section. We also suppose that the basis $\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right)$ is positively oriented.

On the algebra $\mathrm{L}_{5,1}, \alpha$ is parallel to $e^{5}$, in particular, if $\mu_{12}= \pm \mu_{34}$ then $\alpha=\mp e^{5}$. Then $\alpha$ is contact because $d \alpha=\mu_{34}\left( \pm e^{12}+e^{34}\right)$. Moreover, $\xi=\left\langle e_{1}, \ldots, e_{4}\right\rangle$ and therefore, $d \omega_{k}=0$ for $k=1,2,3$.

If $\mu_{12}=-\mu_{34}$, then $\operatorname{ker}(\mathrm{j}+\alpha \cdot)=\operatorname{ker}\left(\mathrm{j}+e_{5} \cdot\right)=\left\langle\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}\right\rangle$. Consider $\eta=\phi_{1} ;$ then $\omega_{1}=e^{12}+e^{34}, \omega_{2}=e^{14}+e^{23}$ and $\omega_{3}=e^{13}-e^{24}$. Thus, $d \alpha=\tau_{2}^{4} \in \mathfrak{s u}(2)$ with $\tau_{2}^{4}=\mu_{12}\left(e^{12}-e^{34}\right)$. The structure is hypo because $d \omega_{1}=0$ and $d\left(\alpha \wedge \omega_{2}\right)=d\left(\alpha \wedge \omega_{3}\right)=0$. In the same manner, when $\mu_{12}=\mu_{34}$ we consider $\eta=\phi_{5}$ and obtain $\omega_{1}=-e^{12}+e^{34}$, $\omega_{2}=e^{14}-e^{23}$ and $\omega_{3}=-e^{13}+e^{24}$. Again, $d \alpha=\tau_{2}^{4} \in \mathfrak{s u}(2)$ with $\tau_{2}^{4}=\mu_{12}\left(e^{12}+e^{34}\right)$.

On the algebras $\mathrm{L}_{5,2}$ and $\mathrm{L}_{5,4}, \alpha$ is parallel to $e^{1}$ and, consequently, $d \alpha=0$. These algebras are quasi-abelian, that is, they have a codimension- 1 abelian ideal, which is $\xi=\left\langle e_{2}, e_{3}, e_{4}, e_{5}\right\rangle$. In particular, taking into account the equations in terms of forms of harmonic structures, $d \omega_{k}=\alpha \wedge \tau_{2}^{k}$. Thus, $d\left(\omega_{k} \wedge \alpha\right)=0$. If $\alpha=-e^{1}$ we choose $\eta=2^{-\frac{1}{2}}\left(\phi_{1}+\phi_{5}\right) \in \operatorname{ker}\left(\mathrm{j}-e_{1}\right)$. Therefore, $\omega_{1}=-e^{25}+e^{34}, \omega_{2}=e^{23}-e^{45}$ and $\omega_{3}=e^{24}+e^{35}$. On the one hand, the nilpotency of the basis implies that $i\left(e_{5}\right) d \omega_{1}=0$. On the other, $i\left(-e_{1}\right) d \omega_{1}=\tau_{2}^{1}$ which is 0 or non-degenerate on $\xi$. Thus, $d \omega_{1}=0$. The same argument holds for $d \omega_{3}$ on $\mathcal{N}_{5,5}$ because $e^{3}$ is closed. The structure is hypo and the torsions which may be non-zero are $\tau_{2}^{2}$ and $\tau_{2}^{3}$; we compute them:

1. On $\mathrm{L}_{5,2}$ the condition $\alpha=-e^{1}$ implies $\mu_{12}=-\mu_{13}$. Then, $d \omega_{2}=\mu_{13}\left(e^{125}+e^{134}\right)$ so that the unique non-zero torsion is $\tau_{2}^{2}=\mu_{13}\left(e^{25}+e^{34}\right)$.
2. On $\mathrm{L}_{5,4}$ the condition $\alpha=e^{1}$ implies $\mu_{12}=\mu_{14}, \lambda_{13}=-\lambda_{12 ; 4}$ and $\mu_{13}=\lambda_{12 ; 5}$. Then, $d \omega_{1}=0, d \omega_{2}=e^{1}\left(\lambda_{13}\left(e^{25}+e^{34}\right)+\mu_{13}\left(e^{24}-e^{35}\right)\right)$ and $d \omega_{3}=\mu_{12}\left(e^{25}+e^{34}\right)$.

On $L_{5,3}$ metrics with harmonic spinors satisfy $\lambda_{12}=\lambda_{13}=0$ and $\mu_{14}^{2}=\mu_{23}^{2}-\mu_{12}^{2}>0$. Therefore, $v=2\left(-\mu_{12} \mu_{23} e_{2} \pm \mu_{23}\left(\mu_{23}^{2}-\mu_{12}^{2}\right)^{\frac{1}{2}} e_{5}\right)$. Thus, $d \alpha$ is proportional to $\mu_{14} e^{14}+\mu_{23} e^{23}$ and harmonic invariant structures are contact.
Remark 2.54. Fernández' first example of a balanced Spin(7)-manifold was a nilmanifold $\Gamma \backslash \mathrm{G}$ with $\mathfrak{g}=\mathrm{L}_{5,2} \oplus \mathrm{~A}_{3}$.

### 2.6.3 6-dimensional nilmanifolds

We fix the irreducible representation of $\mathrm{Cl}_{6}$ described in Section 2.2.1 and denote by j the Clifford multiplication by the volume form, which anticommutes with the Clifford product with a vector. As in the 5 -dimensional case we have the following:

Proposition 2.55. Let $\left(e_{1}, \ldots, e_{6}\right)$ be an orthonormal nilpotent left-invariant frame of G and let $\phi$ be a left-invariant spinor. Then $16 \not D^{2} \phi=\mu \phi+\gamma j \phi$, where $\mu=\sum\left\|d e^{i}\right\|^{2}$ and

$$
\begin{aligned}
\gamma= & \left.\sum_{l=5}^{6} \star\left(d e^{l} \wedge d e^{l}\right)+\sum_{i=3}^{4} d e^{i} \wedge i\left(e_{i}\right) d e^{l} \wedge e^{l}\right) \\
& -\sum_{l=5}^{6} \star\left(\sum_{i=3}^{4} \sum_{k=1}^{3} i\left(e_{k}\right) d e^{i} \wedge i\left(e_{k}\right)\left(\left.d e^{l}\right|_{\left\langle e_{i}\right\rangle^{\perp}}\right) \wedge e^{i l}\right) \\
& +\star\left(d e^{5} \wedge i\left(e_{5}\right) d e^{6} \wedge e^{6}\right)-\star\left(\sum_{k=1}^{4} i\left(e_{k}\right) d e^{5} \wedge i\left(e_{k}\right)\left(\left.d e^{6}\right|_{\left\langle e_{5}\right\rangle^{\perp}}\right)\right) .
\end{aligned}
$$

In addition, the restriction of the operator $D^{2}$ over the space of left-invariant spinors has eight eigenspaces, $\Delta_{j}$, associated to $\pm \lambda_{1}, \pm \lambda_{2}, \pm \lambda_{3}, \pm \lambda_{4}$ for some $0 \leq \lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \lambda_{4}$ and j restricts to a map, $\mathrm{j}: \Delta_{\lambda_{j}} \rightarrow \Delta_{-\lambda_{j}}$.

## Decomposable algebras

Except for $\mathrm{L}_{3} \oplus \mathrm{~L}_{3}=(0,0,0,0,12,34)$, the structure constants of decomposable Lie algebras can easily be obtained by those in dimension 5 , listed above. We proceed to obtain a metric classification of such Lie algebras, characterizing the structure equations in terms of an orthonormal basis.

Lemma 2.56. The list of 6-dimensional decomposable metric nilpotent algebras is:

|  | $d e^{4}$ | $d e^{5}$ | $d e^{6}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{~L}_{3} \oplus \mathrm{~A}_{3}$ | 0 | 0 | $\mu_{12} e^{12}$ |
| $\mathrm{~L}_{3} \oplus \mathrm{~L}_{3}$ | 0 | $\mu_{12} e^{12}+\lambda_{13 ; 5} e^{13}$ | $e^{3}\left(\mu_{14} e^{4}+\lambda_{13 ; 6} e^{1}+\lambda_{23} e^{2}\right)$ |
| $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}$ | 0 | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12} e^{2}+\lambda_{13} e^{3}+\mu_{15} e^{5}\right)$ |
| $\mathrm{L}_{5,1} \oplus \mathrm{~A}_{1}$ | 0 | 0 | $\mu_{12} e^{12}+\mu_{34} e^{34}$ |
| $\mathrm{~L}_{5,2} \oplus \mathrm{~A}_{1}$ | 0 | $\mu_{12} e^{12}$ | $\mu_{13} e^{13}$ |
| $\mathrm{~L}_{5,3} \oplus \mathrm{~A}_{1}$ | 0 | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12} e^{2}+\lambda_{13} e^{3}+\lambda_{14} e^{4}+\mu_{15} e^{5}\right)+\mu_{23} e^{23}$ |
| $\mathrm{~L}_{5,5} \oplus \mathrm{~A}_{1}$ | $\mu_{12} e^{12}$ | $\lambda_{12 ; 5} e^{12}+\lambda e^{23}+\mu_{14} e^{14}$ | $\lambda_{12 ; 6} e^{12}+\lambda e^{13}+\mu_{24} e^{24}$ |
| $\mathrm{~L}_{5,4} \oplus \mathrm{~A}_{1}$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12 ; 5} e^{2}+\mu_{14} e^{4}+\lambda_{13} e^{3}\right)$ | $e^{1}\left(\lambda_{12 ; 6} e^{2}+\lambda_{13} e^{3}+\lambda_{14} e^{4}+\mu_{15} e^{5}\right)$ |
| $\mathrm{L}_{5,6} \oplus \mathrm{~A}_{1}$ | $\mu_{12} e^{12}$ | $e^{1}\left(\lambda_{12 ; 5} e^{2}+\mu_{14}\left(\lambda_{13 ; 4} e^{3}+e^{4}\right)\right)$ | $e^{1}\left(\lambda_{12 ; 6} e^{2}+\lambda_{13 ; 6} e^{3}+\lambda_{14} e^{14}+\mu_{15} e^{5}\right)+\mu_{24} e^{2}\left(\lambda_{13} e^{3}+e^{4}\right)$ |

Proof. The equations for $\mathrm{L}_{3} \oplus \mathrm{~L}_{3}$ are obtained from a basis $\left(x^{1}, \ldots, x^{6}\right)$ associated to the stucture equations $(0,0,0,0,12,34)$. First observe that we can suppose that $x^{i}$ is orthogonal to $x^{i+1}$ for $i \in\{1,3\}$ and that $x^{1}$ is orthogonal to $x^{3}$. The Gram-Schmidt process allows us to obtain an orthonormal basis $e^{1}=\frac{x^{1}}{\left\|x^{1}\right\|}, e^{3}=\frac{x^{3}}{\left\|x^{3}\right\|}, e^{2}=\mu_{22} x^{2}+\mu_{23} e^{3}$ and $e^{4}=$ $\mu_{44} x^{4}+\lambda_{14} e^{1}+\lambda_{24} e^{2}+\lambda_{34} e^{3}$.

Finally take two orthogonal and unit-length forms $e^{5}, e^{6} \in \operatorname{ker}(d)^{\perp}$ with $d e^{5}=x^{12}$.
The remaining algebras can be decomposed as $\mathrm{L}_{5} \oplus \mathrm{~A}_{1}$, where $\mathrm{L}_{5}$ is a 5 -dimensional nilpotent Lie algebra. Let $d_{5}$ be the corresponding differential. Let $d t$ be a generator of $\mathrm{A}_{1}^{*}$ and observe that $\operatorname{ker}(d)=\operatorname{ker}\left(d_{5}\right) \oplus\langle d t\rangle$ and $d: d^{-1}\left(\Lambda^{2} \operatorname{ker}(d)\right) \rightarrow \Lambda^{2} \operatorname{ker}\left(d_{5}\right)$. Therefore, a unitlength 1-form $\alpha \in \operatorname{ker}(d)$ orthogonal to $\operatorname{ker}\left(d_{5}\right)$ satisfies $i\left(\alpha^{\sharp}\right) d \beta=0$ for all $\beta \in d^{-1}\left(\Lambda^{2} \operatorname{ker} d\right)$.

If the Lie algebra is 2-step, the decomposition $\mathrm{L}_{5} \oplus \mathrm{~A}_{1}$ is orthogonal and the equations follow from Lemma 2.52.

The equations for $\mathrm{L}_{5,6} \oplus \mathrm{~A}_{1}, \mathrm{~L}_{5,4} \oplus \mathrm{~A}_{1}$ and $\mathrm{L}_{5,3} \oplus \mathrm{~A}_{1}$ can be arranged using the GramSchmidt process, starting with an orthonormal basis $\left(e^{1}, \ldots, e^{k}, \alpha\right)$ with $e^{i} \in \operatorname{ker}\left(d_{5}\right)$.

To obtain the equations for $L_{5,5} \oplus A_{1}$ consider $F_{1}=d^{-1}\left(\Lambda^{2} \operatorname{ker} d\right) \cap \operatorname{ker}(d)^{\perp}$ and $F_{2}=$ $d^{-1}\left(\Lambda^{2} F_{1}\right) \cap F_{1}^{\perp}$. Let $\pi$ the plane generated in $\left(\mathrm{L}_{5,5} \oplus A_{1}\right)^{*}$ by $d F_{1}$ and observe that there is an isomorphism $\tilde{d}: F_{2} \longmapsto \pi \otimes F_{1}$ obtainted from $d$ and the projection of the space of closed forms to $\pi \otimes F_{1}$. Take $e^{4} \in F_{1}$ unit-length and let $e^{5}, e^{6} \in F_{2}$ and $e^{1}, e^{2} \in \pi$ orthonormal such that $\tilde{d} e^{5}=\mu_{14} e^{14}$ and $\tilde{d} e^{6}=\mu_{24} e^{24}$. Define the map $\pi \rightarrow \pi, \beta \longmapsto \star p\left(d \tilde{d}^{-1}\left(\beta \otimes e^{4}\right)\right)$, where $\star$ is the Hodge star and $p: \Lambda^{2} \operatorname{ker}(d) \oplus\left(\pi \otimes F_{1}\right) \rightarrow \Lambda^{2} \operatorname{ker}(d) \cap d F_{1}^{\perp}$ is the orthogonal projection. This map is diagonal with eigenvalue $\lambda$ (see [13, pp. 1017-1018]), so that $d e^{5}=$ $\lambda_{12 ; 5} e^{12}+\lambda e^{23}+\mu_{14} e^{14}$ and $d e^{6}=\lambda_{12 ; 6} e^{12}+\lambda e^{13}+\mu_{24} e^{24}$.

We describe the set of metrics on $\mathrm{L}_{3} \oplus \mathrm{~L}_{3}$ with harmonic spinors.
Lemma 2.57. Following the notation of Lemma 2.56, metrics with harmonic spinors on $\mathrm{L}_{3} \oplus \mathrm{~L}_{3}$ are those which satisfy one of the following conditions:

1. $\lambda_{23}=0, \lambda_{13 ; 6}=\sigma_{1} \mu_{12}$ and $\lambda_{13 ; 5}=\sigma_{2} \mu_{34}$, for some $\sigma_{1}, \sigma_{2} \in\{ \pm 1\}$.
2. $4 \lambda_{23}^{2}\left(\lambda_{13}^{2}+\mu_{12}^{2}\right)=\mu_{12}^{2}+\lambda_{13 ; 5}^{2}+\lambda_{13 ; 6}^{2}+\lambda_{23}^{2}+\mu_{34}^{2}-4\left(\sigma \mu_{12} \lambda_{13 ; 6}+\lambda_{13 ; 5} \mu_{34}\right)^{2}$ for some $\sigma \in\{ \pm 1\}$.

Proof. Consider an orthonormal basis $\left(e^{1}, \ldots, e^{6}\right)$ associated to the structure equations given in Lemma 2.56. Then, $\mu$ is the sum of the squares of the parameters involved. If we assume that the basis is positively oriented, then:

$$
\gamma=-2\left(\mu_{12} \lambda_{13 ; 6} e^{14}+\lambda_{13 ; 5} \lambda_{23} e^{34}+\mu_{12} \lambda_{23} e^{24}-\lambda_{13 ; 5} \mu_{34} e^{23}\right)
$$

Observe that the operators $e^{14} \mathbf{j}$ and $e^{23} \mathbf{j}$ commute. Define the operator

$$
A=-2\left(\lambda_{13 ; 5} \lambda_{23} e^{34}+\mu_{12} \lambda_{23} e^{24}\right) \mathrm{j}
$$

and observe that it anticommutes with the previous operators and that $A^{2}=4 \lambda_{23}^{2}\left(\lambda_{13 ; 5}^{2}+\right.$ $\left.\mu_{12}^{2}\right)$ I. We distinguish two cases:

- If $\lambda_{23}=0$ then $A=0$ and the eigenvalues of $\not D^{2}$ are $\left(\mu_{12}^{2} \pm \lambda_{13 ; 6}\right)^{2}+\left(\lambda_{13 ; 5} \pm \mu_{24}\right)^{2}$. Therefore, the metric has harmonic spinors if $\lambda_{13 ; 6}= \pm \mu_{12} \neq 0$ and $\lambda_{13 ; 5}= \pm \mu_{34} \neq 0$.
- If $\lambda_{23} \neq 0$ then $A$ is invertible. Denote $\mu=\mu_{12}^{2}+\lambda_{13 ; 5}^{2}+\lambda_{13 ; 6}^{2}+\lambda_{23}^{2}+\mu_{34}^{2}$. Let $\Delta_{ \pm}$be the eigenspaces associated to the eigenvalue $\pm 1$ of $e^{14} \mathrm{j}$ and decompose $\Delta_{ \pm}=$ $\Delta_{ \pm}^{+} \oplus \Delta_{ \pm}^{-}$according to the eigenspaces of $e^{23} \mathrm{j}$. Note that $A\left(\Delta_{ \pm}^{+}\right)=\Delta_{\mp}^{-}$and that $A^{2}=4 \lambda_{23}^{2}\left(\lambda_{13}^{2}+\mu_{12}^{2}\right)$ I. Thus, the eigenvalues are of the form $\phi_{ \pm}^{+}+\phi_{\mp}^{-}$with $\phi_{ \pm}^{+} \in \Delta_{ \pm}^{+}$ and $\phi_{\mp}^{-} \in \Delta_{\mp}^{-}$. The eigenvalue 0 occurs on $\Delta_{+}^{+} \oplus \Delta_{-}^{-}$if and only if:

$$
\begin{aligned}
& A \phi_{+}^{+}=\left(\mu-2 \mu_{12} \lambda_{13 ; 6}+2 \lambda_{13 ; 5} \mu_{34}\right) \phi_{-}^{-} \\
& A \phi_{-}^{-}=\left(\mu+2 \mu_{12} \lambda_{13 ; 6}-2 \lambda_{13 ; 5} \mu_{34}\right) \phi_{+}^{+}
\end{aligned}
$$

This implies that $4 \lambda_{23}^{2}\left(\lambda_{13}^{2}+\mu_{12}^{2}\right)=\left(\mu-2 \mu_{12} \lambda_{13 ; 6}+2 \lambda_{13 ; 5} \mu_{34}\right)\left(\mu+2 \mu_{12} \lambda_{13 ; 6}-2 \lambda_{13 ; 5} \mu_{34}\right)$. Moreover, if this equation holds we can take $\phi_{+}^{+} \in \Delta_{ \pm}^{+}$, define $\phi_{-}^{-}=\left(\mu+2 \mu_{12} \lambda_{13 ; 6}-\right.$ $\left.2 \lambda_{13 ; 5} \mu_{34}\right) A^{-1} \phi_{+}^{+}$. Then,

$$
\begin{aligned}
A \phi_{+}^{+} & =\left(\mu+2 \mu_{12} \lambda_{13 ; 6}-2 \lambda_{13 ; 5} \mu_{34}\right)^{-1} A^{2} \phi_{-}^{-} \\
& =\left(\mu-2 \mu_{12} \lambda_{13 ; 6}+2 \lambda_{13 ; 5} \mu_{34}\right) \phi_{-}^{-} .
\end{aligned}
$$

We can do a similar analysis on $\Delta_{+}^{-} \oplus \Delta_{-}^{+}$to conclude that the metric has harmonic spinors if and only if

$$
\begin{aligned}
& 4 \lambda_{23}^{2}\left(\lambda_{13}^{2}+\mu_{12}^{2}\right) \\
& \quad=\mu_{12}^{2}+\lambda_{13 ; 5}^{2}+\lambda_{13 ; 6}^{2}+\lambda_{23}^{2}+\mu_{34}^{2}-4\left(\sigma \mu_{12} \lambda_{13 ; 6}+\lambda_{13 ; 5} \mu_{34}\right)^{2}
\end{aligned}
$$

for some $\sigma \in\{ \pm 1\}$. If $\mu_{12}=1$, this equation has solutions if and only if, $1+\lambda_{13 ; 5}^{2}+$ $\lambda_{13 ; 6}^{2}+\mu_{34}^{2}-4\left(\lambda_{13 ; 6}+\lambda_{13 ; 5} \mu_{34}\right)^{2}>0$. This inequality holds taking the parameters small enough.

The other decomposable cases can be obtained by taking into account the results of the previous sections. It is clear from Theorem 2.53and Lemma 2.56that the algebras $\mathrm{L}_{3} \oplus \mathrm{~A}_{3}$ and $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}$ do not admit left-invariant harmonic spinors and that $\mathrm{L}_{5, j} \oplus \mathrm{~A}_{1}$ has harmonic spinors for $j \neq 5$. Finally take an orthonormal basis $\left(e^{1}, \ldots, e^{6}\right)$ associated to the structure equations of $\mathrm{L}_{5,5} \oplus \mathrm{~A}_{1}$ given in Lemma 2.56 and suppose $\mu_{12}=1$. Now we write the Dirac operator using the formula obtained in Corollary 2.42 and then we use the fixed representation to obtain an
endomorphism of the spinor bundle. The metric has left-invariant harmonic spinors if and only if the determinant of the endomorphism is 0 . Solving the equation we get:

$$
\lambda=\frac{1}{2}\left(1+\left(\mu_{14}+\mu_{24}\right)^{2}\right)^{-\frac{1}{2}}\left(\left(1+\lambda_{12 ; 5}^{2}+\lambda_{12 ; 6}^{2}+\mu_{14}^{2}-\mu_{24}^{2}\right)^{2}-4 \lambda_{12 ; 6}^{2}+4 \mu_{24}^{2}\right)^{\frac{1}{2}} .
$$

But the number on the square root is obviously positive if $\lambda_{12 ; 6}=0$. Therefore, there are metrics with harmonic spinors.

We have proved:
Theorem 2.58. Let $\Gamma \backslash \mathrm{G}$ be a non-abelian 6 -dimensional nilmanifold with $\mathfrak{g}$ decomposable. Then, unless $\mathfrak{g}$ equals $\mathrm{L}_{3} \oplus \mathrm{~A}_{3}$ or $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}, \Gamma \backslash \mathrm{G}$ admits an invariant metric with left-invariant harmonic spinors.

## Non-decomposable algebras

Using the fixed representation of $\mathrm{Cl}_{6}$ we are able to find a metric with harmonic spinors on each nilmanifold associated to a non-decomposable Lie algebra. We follow the same procedure that we used to determine metrics with left-invariant harmonic spinors on $\mathrm{L}_{5,5} \oplus \mathrm{~A}_{1}$. In many cases we are not able to determine the roots of the polynomial in terms of the parameters. Therefore, we make some choices as the following example explains:

We consider the algebra $\mathrm{L}_{6,7}$, which has structure equations ( $0,0,0,12,13,15+24$ ). We first declare the canonical basis orthonormal and compute the Dirac operator. One can show that this metric does not have left-invariant harmonic spinors. Neither does any metric constructed by declaring orthonormal a basis which is obtained by rescaling the canonical basis.

Now we proceed to write the structure equations by means of an orthonormal basis with respect to a metric. First, write $F_{1}=\operatorname{ker}(d), F_{2}=d^{-1}\left(\Lambda^{2} F_{1}\right)$ and $F_{3}=d^{-1}\left(\Lambda^{2} F_{2}\right)=\mathrm{L}_{6,7}$. One can take an orthonormal basis of $F_{2}$ such that $d e^{4}=\mu_{13} e^{12}$ and $d e^{5}=\mu_{13} e^{13}$. Now take $e^{6}$ orthogonal to $F_{2}$, then according to [13], $d e^{6}$ is a closed form of $\Lambda^{2} F_{2}$ such that $e^{1} \wedge\left(d e^{6}\right)^{2}=0, e^{1} \wedge d e^{6} \notin \Lambda^{3} F_{1}$ and $d e^{6} \notin \operatorname{ker}(d) \otimes F_{2}$. Those equations imply:

$$
\begin{aligned}
d e^{6}= & \lambda_{12} e^{12}+\lambda_{13} e^{13}+\lambda_{14} e^{14}+\lambda_{15} e^{15} \\
& +\lambda_{23} e^{23}+\lambda_{24} e^{24}+\lambda_{35} e^{35}+\left(\frac{\lambda_{24} \lambda_{35}}{\mu_{12} \mu_{13}}\right)^{\frac{1}{2}}\left(\mu_{13} e^{34}+\mu_{12} e^{25}\right)
\end{aligned}
$$

with $\lambda_{24} \lambda_{35} \geq 0$ and $-\lambda_{14}\left(\frac{\lambda_{24} \lambda_{35}}{\mu_{12} \mu_{13}}\right)^{\frac{1}{2}} \mu_{12}+\lambda_{15} \lambda_{24} \neq 0$. We choose $\lambda_{35}=0$ and therefore, $d e^{6}=\lambda_{12} e^{12}+\lambda_{13} e^{13}+\lambda_{14} e^{14}+\lambda_{15} e^{15}+\lambda_{24} e^{24}$ with $\lambda_{15} \lambda_{24} \neq 0$. We fix $1=\mu_{13}=\mu_{12}=$ $\lambda_{15}=\lambda_{24}$ and vary the rest of the parameters.

The choice $\lambda_{12}=1=\lambda_{23}$ leads to the condition that $\lambda_{13}$ is a root of the polynomial $Z^{8}+8\left(\lambda_{14}^{2}+8\right) Z^{6}+\left(16 \lambda_{14}^{2}+24 \lambda_{14}^{2}+32\right) Z^{4}+32 \lambda_{14}^{3} Z^{3}+4\left(\lambda_{14}^{6}+24 \lambda_{14}^{4}+128 \lambda_{14}^{2}\right) Z^{2}+\left(16 \lambda_{14}^{5}+\right.$ $\left.128 \lambda_{14}^{3}\right) Z+\lambda_{14}^{8}+8 \lambda_{14}^{6}+32 \lambda_{14}^{4}$. Hence, $\left(\lambda_{13}, \lambda_{14}\right)=(0,0)$ is a solution.

We finish with a list of the non-decomposable metric nilpotent Lie algebras in dimension 6 which admit a harmonic spinor.

|  |  | $d e^{3}$ | $d e^{4}$ | $d e^{5}$ | $d e^{6}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $\mathrm{~L}_{6,1}$ | $(0,0,0,0,12,13+24)$ | 0 | 0 | $e^{12}$ | $2 e^{13}+e^{24}$ |
| $\mathrm{~L}_{6,2}$ | $(0,0,0,0,13-24,14+23)$ | 0 | 0 | $e^{13}-e^{24}$ | $e^{14}+e^{23}$ |
| $\mathrm{~L}_{6,3}$ | $(0,0,0,0,12,15+34)$ | 0 | 0 | $e^{12}$ | $e^{14}+e^{15}+e^{34}$ |
| $\mathrm{~L}_{6,4}$ | $(0,0,0,12,13,23)$ | 0 | $e^{12}$ | $e^{13}$ | $2 e^{23}$ |
| $\mathrm{~L}_{6,5}$ | $(0,0,0,12,13,14)$ | 0 | $e^{12}$ | $2^{\frac{1}{2}} e^{13}$ | $e^{14}$ |
| $\mathrm{~L}_{6,6}$ | $(0,0,0,12,13,24)$ | 0 | $e^{12}$ | $e^{13}$ | $2 e^{13}+3^{\frac{1}{2}} e^{24}+e^{23}$ |
| $\mathrm{~L}_{6,7}$ | $(0,0,0,12,13,15+24)$ | 0 | $e^{12}$ | $e^{13}$ | $e^{12}+e^{15}+e^{23}+e^{24}+e^{23}$ |
| $\mathrm{~L}_{6,8}^{+}$ | $(0,0,0,12,13,24+35)$ | 0 | $e^{12}$ | $e^{13}$ | $e^{24}+e^{35}$ |
| $\mathrm{~L}_{6,8}$ | $(0,0,0,12,13,24-35)$ | 0 | $e^{12}$ | $e^{13}$ | $-2 e^{23}+e^{24}-e^{35}$ |
| $\mathrm{~L}_{6,9}$ | $(0,0,0,12,13,14+23)$ | 0 | $e^{12}$ | $e^{13}$ | $e^{14}+e^{23}+\left(2\left(2^{\frac{1}{2}}-1\right)\right)^{\frac{1}{2}} e^{12}$ |
| $\mathrm{~L}_{6,10}$ | $(0,0,0,12,14,23+24)$ | 0 | $e^{12}$ | $e^{14}$ | $e^{23}+e^{24}$ |
| $\mathrm{~L}_{6,11}$ | $(0,0,0,12,14,13+24)$ | 0 | $e^{12}$ | $e^{14}$ | $e^{13}+e^{24}$ |
| $\mathrm{~L}_{6,12}$ | $(0,0,0,12,14+23,13-24)$ | 0 | $2^{-\frac{1}{2}} e^{12}$ | $2^{\frac{1}{2}} e^{14}+e^{23}$ | $e^{13}-2^{\frac{1}{2}} e^{24}$ |
| $\mathrm{~L}_{6,13}$ | $(0,0,0,12,14,15+23)$ | 0 | $e^{12}$ | $e^{14}$ | $e^{15}+2^{\frac{1}{2}} e^{13}+e^{23}$ |
| $\mathrm{~L}_{6,14}$ | $(0,0,0,12,14,15+23+24)$ | 0 | $e^{12}$ | $e^{14}-\frac{7}{4} e^{13}$ | $e^{15}+e^{24}-\frac{3}{4} e^{23}+2 e^{12}$ |
| $\mathrm{~L}_{6,15}$ | $(0,0,0,12,14+23,15-34)$ | 0 | $e^{12}$ | $e^{14}+e^{23}$ | $\frac{1}{4}\left(e^{15}+e^{34}\right)$ |
| $\mathrm{L}_{6,16}$ | $(0,0,12,13,23,14)$ | $e^{12}$ | $e^{13}$ | $e^{23}$ | $e^{14}$ |
| $\mathrm{~L}_{6,17}^{+}$ | $(0,0,12,13,23,14+25)$ | $e^{12}$ | $e^{13}$ | $e^{23}$ | $e^{14}+e^{24}+e^{12}+2^{\frac{1}{2}} e^{23}$ |
| $\mathrm{~L}_{6,17}^{-}$ | $(0,0,12,13,23,14-25)$ | $e^{12}$ | $e^{13}$ | $e^{23}$ | $e^{14}-e^{25}-e^{12}+2^{\frac{1}{2}} e^{23}$ |
| $\mathrm{~L}_{6,18}$ | $(0,0,12,13,14,15)$ | $e^{12}$ | $e^{13}$ | $\frac{1}{5}\left(e^{14}+e^{12}\right)$ | $\frac{1}{5}\left(e^{12}+e^{14}+46^{\frac{1}{2}} e^{15}\right)$ |
| $\mathrm{L}_{6,19}$ | $(0,0,12,13,14,15+23)$ | $e^{12}$ | $e^{13}$ | $e^{14}$ | $e^{15}+e^{23}+e^{12}$ |
| $\mathrm{~L}_{6,20}$ | $(0,0,12,13,14,15-34)$ | $e^{12}$ | $e^{13}$ | $e^{14}$ | $e^{25}-e^{34}+5^{\frac{1}{2}} e^{12}$ |
| $\mathrm{~L}_{6,21}$ | $(0,0,12,13,14+23,15+24)$ | $e^{12}$ | $e^{13}$ | $\frac{1}{m}\left(e^{14}+e^{23}\right)$ | $m e^{15}+e^{24}$ |
| $\mathrm{~L}_{6,22}$ | $(0,0,12,13,14+23,15-34)$ | $e^{12}$ | $e^{13}$ | $e^{14}+e^{23}$ | $e^{25}-e^{34}+\left(1+5^{\frac{1}{2}}\right) e^{12}$ |

where $m=\frac{\sqrt{3}\left((459+12 \sqrt{177})^{\frac{1}{3}}\left((459+12 * \sqrt{177})^{\frac{2}{3}}+6(459+12 \sqrt{177})^{\frac{1}{3}}+57\right)\right)^{\frac{1}{2}}}{3(459+12 \sqrt{177})^{\frac{1}{3}}}$.

### 2.6.4 8-dimensional nilmanifolds with balanced $\operatorname{Spin}(7)$ structures

The results collected so far allow us to obtain examples of invariant balanced Spin(7)structures on nilmanifolds $N_{k} \times T^{8-k}$ with $N_{k}$ a $k$-dimensional nilmanifold, $k=5,6$. By considering $N_{k} \times T^{7-k}$, one obtains a 7 -dimensional nilmanifold with a spin-harmonic $\mathrm{G}_{2^{-}}$ structure. If $M$ is any 7 -dimensional manifold endowed with a spin-harmonic $\mathrm{G}_{2}$-structure, then $M \times S^{1}$ admits a balanced $\operatorname{Spin}(7)$-structure. According to Theorem 2.16, every closed $\mathrm{G}_{2}$-structure is spin-harmonic and a coclosed $\mathrm{G}_{2}$-structure is spin-harmonic if and only if it is of pure type $\chi_{3}$. Now 7 -dimensional nilpotent Lie algebras with closed and coclosed $\mathrm{G}_{2^{-}}$ structures are classified by Conti-Fernández [34] and Bagaglini [6] respectively. We show that not all our examples of balanced $\operatorname{Spin}(7)$ nilmanifolds can be obtained by Conti-Fernández and Bagaglini. To do this we compare decomposable 7-dimensional Lie algebras admitting closed, coclosed and spin-harmonic $\mathrm{G}_{2}$-structures in the table below.

We have seen in Theorem 2.58 that $\mathrm{L}_{3} \oplus \mathrm{~A}_{3}$ and $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}$ do not admit any metric with harmonic spinors; we show that the same happens when we add abelian factors of dimension 1 and 2 to these Lie algebras.

Proposition 2.59. The Lie algebras $L_{3} \oplus A_{4}, L_{3} \oplus A_{5}, L_{4} \oplus A_{3}$ and $L_{4} \oplus A_{4}$ do not admit any metric with harmonic spinors.

Proof. We prove the result for $L_{3} \oplus A_{4}$ and $L_{4} \oplus A_{3}$, the other cases being similar. Let us write the structure equations in term of a suitable orthonormal basis $\left(e^{1}, \ldots, e^{7}\right)$ of each Lie algebra.

1. For $L_{3} \oplus A_{4}$ the structure equations are $d e^{i}=0$ for $i=1, \ldots, 6$, and $d e^{7}=\mu e^{12}$, for some $\mu \neq 0$. One computes that $\not D \phi=\mu e^{127} \phi$, which has no kernel.
2. The structure equations of $L_{4} \oplus A_{3}$ are $d e^{i}=0$ for $i=1, \ldots, 5$

$$
d e^{6}=\mu_{12} e^{12} \quad \text { and } \quad d e^{7}=\mu_{16} e^{16}+\lambda_{12} e^{12}+\lambda_{13} e^{13}
$$

With this one computes $\not D \phi=e^{1}\left(\mu_{12} e^{26}+\mu_{16} e^{67}+\lambda_{12} e^{27}+\lambda_{13} e^{37}\right) \phi$. Note that $\mu_{16} e^{167} \phi$ is orthogonal to $e^{1}\left(\mu_{12} e^{26}+\lambda_{12} e^{27}+\lambda_{13} e^{37}\right) \phi$ hence, since $\mu_{16} \neq 0$, the kernel of the Dirac operator is trivial.

|  | closed | coclosed | spin-harmonic |
| :--- | :---: | :---: | :---: |
| $\mathrm{L}_{3} \oplus \mathrm{~A}_{4}$ | $\times$ | $\checkmark$ | $\times$ |
| $\mathrm{L}_{3} \oplus \mathrm{~L}_{3} \oplus \mathrm{~A}_{1}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{~L}_{4} \oplus \mathrm{~A}_{3}$ | $\times$ | $\times$ | $\times$ |
| $\mathrm{L}_{5,1} \oplus \mathrm{~A}_{2}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{5,2} \oplus \mathrm{~A}_{2}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{~L}_{5,3} \oplus \mathrm{~A}_{2}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{5,5} \oplus \mathrm{~A}_{2}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{5,4} \oplus \mathrm{~A}_{2}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{5,6} \oplus \mathrm{~A}_{2}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,1} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,2} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,3} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,4} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,5} \oplus \mathrm{~A}_{1}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{6,6} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,7} \oplus \mathrm{~A}_{1}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{6,8} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,8} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,9} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,10} \oplus \mathrm{~A}_{1}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{6,11} \oplus \mathrm{~A}_{1}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{6,12} \oplus \mathrm{~A}_{1}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathrm{L}_{6,13} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,14} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,22} \oplus \mathrm{~A}_{1} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,19} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,18}^{+} \oplus \mathrm{A}_{1} \oplus \mathrm{~A}_{1} \oplus \mathrm{~A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathrm{L}_{6,17}^{-} \oplus \mathrm{A}_{1}$ | $\times$ | $\checkmark$ | $\checkmark$ |
|  | $\times$ | $\checkmark$ |  |
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#### Abstract

We give a method to resolve 4-dimensional symplectic orbifolds making use of techniques from complex geometry and gluing of symplectic forms. We provide some examples to which the resolution method applies.
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### 3.1 Introduction

An orbifold is a space which is locally modelled on balls of $\mathbb{R}^{n}$ quotiented by a finite group. These have been very useful in many geometrical contexts [109]. In the setting of symplectic geometry, symplectic orbifolds have been introduced mainly as a way to construct symplectic manifolds by resolving their singularities via symplectic blow-up. This method has served to construct many symplectic manifolds with interesting properties such as being simplyconnected and non-Kahler and/or simply-connected and non-formal, e.g. see [11, [50, 103]. On the other hand, symplectic and Kähler orbifolds also have interest in their own right, for instance they play an important role in Sasakian and K-contact geometry. We refer to the book [20] for an extensive account on these subjects.

The problem of resolution of singularities and blow-up in the symplectic setting was posed by Gromov in [60]. A few years later, the symplectic blow-up was rigorously defined by McDuff [89] and it was used to construct a simply-connected symplectic manifold with no Kähler structure. The concept of symplectic blow-up was later generalized to the orbifold setting in [57.

McCarthy and Wolfson developed in [88] a symplectic resolution for isolated singularities of orbifolds in dimension 4. Later on, Cavalcanti, Fernández and Muñoz gave a method of performing symplectic resolution of isolated orbifold singularities in all dimensions [28]. This was used in [50] to give the first example of a simply-connected symplectic 8 -manifold which is non-formal, as the resolution of a suitable symplectic 8 -orbifold. This manifold was proved to have also a complex structure in [14.

Bazzoni, Fernández and Muñoz [11] gave the first construction of a symplectic resolution of an orbifold of dimension 6 with isotropy sets of dimension 0 and 2, although the construction is ad hoc for the particular example at hand as it satisfies that the normal bundle to the 2-dimensional isotropy set is trivial. This was used to give the first example of a simply-connected non-Kähler manifold which is simultaneously complex and symplectic.

Niederkrüger and Pasquotto provided methods for resolving different types of symplectic orbifold singularities in [96, 97]. The second deals with orbifolds arising as symplectic reductions of Hamiltonian circle actions; these singularities are cyclic and might not be isolated. In dimension 4, the previous work in [93] serves to resolve symplectic 4 -orbifolds whose isotropy set consists of codimension 2 disjoint submanifolds. In such case the orbifold is topologically a manifold (the isotropy points are non-singular), so the question only amounts to change the orbifold symplectic form into a smooth symplectic form.

In a more general setting, one can try to develop a resolution method for orbifolds with any given geometric structure. This has yielded [71,,[72,,[75] remarkable results for constructing Riemannian manifolds with holonomy $\mathrm{G}_{2}$, which have been extended for closed $\mathrm{G}_{2}$-structures in [47] and [85].

In this paper we give an elementary and self-contained method to resolve arbitrary symplectic 4 -orbifolds. For the symplectic part, we make use of techniques for gluing symplectic forms. These include the so called inflation procedure introduced by Thurston in [108], and the notion of positivity (or tameness) with respect to an almost complex structure, studied in detail in the book 90 . For the topological part (the resolution of quotient singularities), we mainly make use of complex local models from [28], and tools coming from invariant theory. There is however an essential difficulty when dealing with non-isolated isotropy points; this comes from the fact that the (local) resolution of the topologically-singular points must be made compatible with the resolution of the isotropy divisors (real codimension 2) of the orbifold. To overcome this difficulty, the desingularization of the isotropy divisors has to be made with care. The method in [94] starts with a manifold and constructs on it an orbifold atlas with isotropy along a configuration of divisors. This construction has to be reversed, but with an essential change: mainly, that the orbifold and the manifold structures along the divisors must be related through a holomorphic map.

The main result is:
Theorem 3.1. Let $(X, \omega)$ be a compact symplectic 4 -orbifold. There exists a symplectic manifold $(\tilde{X}, \tilde{\omega})$ and a smooth map $\pi:(\tilde{X}, \tilde{\omega}) \rightarrow(X, \omega)$ which is a symplectomorphism outside an arbitrarily small neighborhood of the isotropy set of $X$.

Actually, the compactness hypothesis in the above theorem can be relaxed: it suffices that every connected component $S \subset X$ of the set of isotropy surfaces has compact closure $\bar{S}$ in $X$.

In addition, Theorem 3.1 can be used to construct a 4 -dimensional simply connected symplectic manifold as the symplectic resolution of a suitable 4 -orbifold. This symplectic orbifold is a quotient of a Kähler manifold $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ by an action of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, where $M_{\gamma}\left(\Sigma_{2}\right)$ is a non-trivial mapping torus of the genus 2 surface. The isotropy set of the action consists of 8 isolated points and 3 tori that have 4 intersection points, so this symplectic orbifold cannot be resolved with the methods of [28, 93].

In the recent paper [30] by Chen, it is given an alternative method for resolving arbitrary symplectic 4 -orbifolds. The techniques used in [30] for constructing the resolution (e.g. symplectic reduction and symplectic fillings) are rather involved technically, and differ completely from the ones used here.

This paper is organized as follows. In section 3.2 we review the necessary preliminaries on symplectic orbifolds. Section 3.3 studies the isotropy set of 4 -dimensional symplectic
orbifolds, giving special local models for the isotropy surfaces. With these tools at hand we prove Theorem 3.1 in section 3.4 Finally, in section 3.5 we provide some examples to which the symplectic resolution of Theorem 3.1 applies.
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### 3.2 Symplectic orbifolds

In this section we introduce some aspects about orbifolds and symplectic orbifolds, which can be found in [93, 106, [109].

### 3.2.1 Orbifolds

Definition 3.2. An $n$-dimensional orbifold is a Hausdorff and second countable space $X$ endowed with an atlas $\left\{\left(U_{\alpha}, V_{\alpha}, \phi_{\alpha}, \Gamma_{\alpha}\right)\right\}$, where $\left\{V_{\alpha}\right\}$ is an open cover of $X, U_{\alpha} \subset \mathbb{R}^{n}$, $\Gamma_{\alpha}<\operatorname{Diff}\left(U_{\alpha}\right)$ is a finite group acting by diffeomorphisms, and $\phi_{\alpha}: U_{\alpha} \rightarrow V_{\alpha} \subset X$ is a $\Gamma_{\alpha}$-invariant map which induces a homeomorphism $U_{\alpha} / \Gamma_{\alpha} \cong V_{\alpha}$.

There is a condition of compatibility of charts for intersections. For each point $x \in V_{\alpha} \cap V_{\beta}$ there is some $V_{\delta} \subset V_{\alpha} \cap V_{\beta}$ with $x \in V_{\delta}$ so that there are group monomorphisms $\rho_{\delta \alpha}: \Gamma_{\delta} \hookrightarrow \Gamma_{\alpha}$, $\rho_{\delta \beta}: \Gamma_{\delta} \hookrightarrow \Gamma_{\beta}$, and open differentiable embeddings $\imath_{\delta \alpha}: U_{\delta} \rightarrow U_{\alpha}, \imath_{\delta \beta}: U_{\delta} \rightarrow U_{\beta}$, which satisfy $\imath_{\delta \alpha}(\gamma(x))=\rho_{\delta \alpha}(\gamma)\left(\imath_{\delta \alpha}(x)\right)$ and $\imath_{\delta \beta}(\gamma(x))=\rho_{\delta \beta}(\gamma)\left(\imath_{\delta \beta}(x)\right)$, for all $\gamma \in \Gamma_{\delta}$.

The concept of change of charts in orbifolds is borrowed from its analogue in manifolds.
Definition 3.3. For an orbifold $X$, a change of charts is the map

$$
\psi_{\alpha \beta}^{\delta}=\imath_{\delta \beta} \circ \imath_{\delta \alpha}^{-1}: \imath_{\delta \alpha}\left(U_{\delta}\right) \rightarrow \imath_{\delta \beta}\left(U_{\delta}\right) .
$$

Note that $\imath_{\delta \alpha}\left(U_{\delta}\right) \subset U_{\alpha}$ and $\imath_{\delta \beta}\left(U_{\delta}\right) \subset U_{\beta}$, so $\psi_{\alpha \beta}^{\delta}$ is a change of charts from $U_{\alpha}$ to $U_{\beta}$. A change of charts between $U_{\alpha}$ and $U_{\beta}$ depends on the inclusion of a third chart $U_{\delta}$. This dependence is up to the action of an element in $\Gamma_{\delta}$. In general this dependence is irrelevant, so we may abuse notation and write $\psi_{\alpha \beta}$ for any change of charts between $U_{\alpha}$ and $U_{\beta}$. We may further abuse notation and write

$$
\psi_{\alpha \beta}: U_{\alpha} \rightarrow U_{\beta}
$$

for a change of charts as above, even though its domain and range do not equal in general all $U_{\alpha}$ and $U_{\beta}$ but an open subset of them.

We can refine the atlas of an orbifold $X$ in order to obtain better properties; given a point $x \in X$, there is a chart $(U, V, \phi, \Gamma)$ with $U \subset \mathbb{R}^{n}, U / \Gamma \cong V$, so that the preimage $\phi^{-1}(\{x\})=\{u\}$ is only a point, and the group $\Gamma$ acting on $U$ leaves the point $u$ fixed, i.e. $\gamma(u)=u$ for all $\gamma \in \Gamma$. We call $\Gamma$ the isotropy group at $x$, and we denote it by $\Gamma_{x}$. This group is well defined up to conjugation by a diffeomorphism of a small open set of $\mathbb{R}^{n}$. In addition, using a $\Gamma_{x}$-invariant metric and the exponential chart one can prove:

Proposition 3.4. Around any point $x \in X$ there exists an orbifold chart $(U, V, \phi, \Gamma)$ with $\Gamma_{x}=\Gamma<\mathrm{O}(n)$.

Definition 3.5. The isotropy subset of $X$ is $\Sigma=\left\{x \in X\right.$ s.t. $\left.\Gamma_{x} \neq\{1\}\right\}$.
As we shall see, the isotropy set is stratified into suborbifolds; this notion is also similar to the concept of a submanifold:

Definition 3.6. Let $X$ be an orbifold of dimension $n$. A suborbifold of dimension $d$ or $d$-suborbifold of $X$ is defined to be a subspace $Y \subset X$ such that for each $p \in Y$ there exists an orbifold chart $(U, V, \phi, \Gamma)$ of $X$ around $p$ with $\Gamma<\mathrm{O}(n), \phi(p)=0$, and such that $U^{\prime}=U \cap\left(\mathbb{R}^{d} \times\{0\}\right)$ satisfies $\phi\left(U^{\prime}\right)=Y \cap V$.

Let $Y \subset X$ be a suborbifold. Then $Y$ has an orbifold structure inherited from $X$, as follows. Consider the chart $(U, V, \phi, \Gamma)$ of the above definition and let us identify $\mathbb{R}^{d} \cong$ $\mathbb{R}^{d} \times\{0\} \subset \mathbb{R}^{n}$. Consider $\tilde{\Gamma}=\left\{\gamma \in \Gamma\right.$ s.t. $\left.\gamma\left(\mathbb{R}^{d}\right) \subset \mathbb{R}^{d}\right\}<\Gamma$ the subgroup of elements leaving invariant $\mathbb{R}^{d}$. Consider the representation given by $\varrho: \widetilde{\Gamma} \rightarrow \operatorname{End}\left(\mathbb{R}^{d}\right) ;$ its image is a subgroup $\Gamma^{\prime}=\operatorname{Im}(\varrho) \cong \widetilde{\Gamma} / \operatorname{ker}(\varrho)$. Let us denote $V^{\prime}=Y \cap V=\phi\left(U^{\prime}\right)$, and $\phi^{\prime}=\left.\phi\right|_{U^{\prime}}: U^{\prime} \rightarrow V^{\prime}$. The orbifold chart of $Y$ around $p$ is defined to be ( $U^{\prime}, V^{\prime}, \phi^{\prime}, \Gamma^{\prime}$ ). Clearly, $U^{\prime}$ is a $\Gamma^{\prime}$-invariant set and satisfies $U^{\prime} / \Gamma^{\prime} \cong Y \cap V$.

Let us state a notion of equivalence between groups of diffeomorphisms that is useful for orbifolds.

Definition 3.7. Let $H<\operatorname{Diff}(U), H^{\prime}<\operatorname{Diff}\left(U^{\prime}\right)$ be two groups of diffeomorphisms of open sets $U, U^{\prime}$ of $\mathbb{R}^{2 n}$. We say that the germs $(U, H)$ and $\left(U^{\prime}, H^{\prime}\right)$ are equivalent if there exists a diffeomorphism $f: U \rightarrow U^{\prime}$ such that $f \circ H \circ f^{-1}=H^{\prime}$. In this case we write $(U, H) \cong\left(U^{\prime}, H^{\prime}\right)$.

Note that the above gives an equivalence relation on the set of germs of diffeomorphisms of $\mathbb{R}^{2 n}$. If ( $U, V, \Gamma, \phi$ ) is an orbifold chart, a diffeomorphism $f: U \rightarrow U^{\prime}$ gives an induced orbifold chart $\left(U^{\prime}, V, \Gamma^{\prime}, \phi^{\prime}\right)$, where $\Gamma^{\prime}=f \circ \Gamma \circ f^{-1}$ and $\phi^{\prime}=\phi \circ f^{-1}$. Hence, all the germs $\left(U^{\prime}, \Gamma^{\prime}\right)$ equivalent to $(U, \Gamma)$ induce the same orbifold chart. We shall also specify this notion for finite subgroups of $\mathrm{O}(n)$.

Definition 3.8. Two finite subgroups $\Gamma, \Gamma^{\prime}$ of $\mathrm{O}(n)$ are equivalent if there exists open sets $U, U^{\prime} \subset \mathbb{R}^{n}$ containing 0 such that the germs $(U, \Gamma)$ and $\left(U^{\prime}, \Gamma^{\prime}\right)$ are equivalent. We denote $\Gamma \cong \Gamma^{\prime}$ in this case.

Proposition 3.9. [93, Proposition 4] Let $X$ be an orbifold, and let $\Sigma$ be its isotropy subset. For every equivalence class $H$ of finite subgroup $H<\mathrm{O}(n)$, we can define the set

$$
\Sigma_{H}=\left\{x \in X \text { s.t. } \Gamma_{x} \cong H\right\} .
$$

Then the closure $\bar{\Sigma}_{H}$ is a suborbifold of $X$, and $\Sigma_{H}=\bar{\Sigma}_{H}-\bigcup_{H<H^{\prime}} \Sigma_{H^{\prime}}$ is a submanifold of $X$.

Definition 3.10. An orbifold function $f: X \rightarrow \mathbb{R}$ is a continuous function such that $f \circ$ $\phi_{\alpha}: U_{\alpha} \rightarrow \mathbb{R}$ is smooth for every $\alpha$.

Note that this is equivalent to giving smooth functions $f_{\alpha}$ on $U_{\alpha}$ which are $\Gamma_{\alpha}$-equivariant and which agree under the changes of charts. An orbifold partition of unity subordinated to the open cover $\left\{V_{\alpha}\right\}$ of $X$ consists of orbifold functions $\rho_{\alpha}: X \rightarrow[0,1]$ such that the support of $\rho_{\alpha}$ lies inside $V_{\alpha}$ and the sum $\sum_{\alpha} \rho_{\alpha} \equiv 1$ on $X$.

Proposition 3.11. [93, Proposition 5] Let $X$ be an n-orbifold. For any sufficiently refined open cover $\left\{V_{\alpha}\right\}$ of $X$ there exists an orbifold partition of unity subordinated to $\left\{V_{\alpha}\right\}$.

Orbifold tensors are defined in the same way as functions are. That is, an orbifold tensor on $X$ is a collection of $\Gamma_{\alpha}$-invariant tensors on each $U_{\alpha}$ which agree under the changes of charts. In particular, there is a notion of orbifold differential forms $\Omega_{o r b}(X)$ and the exterior derivative is also well-defined.

### 3.2.2 Symplectic orbifolds

Definition 3.12. A symplectic orbifold is a $2 n$-dimensional orbifold $X$ equipped with an orbifold 2-form $\omega \in \Omega_{o r b}^{2}(X)$ such that $d \omega=0$ and $\omega^{n}$ is nowhere-vanishing.

The proof of the existence of an almost Kähler structure on a manifold (see [25]) easily carries over to the orbifold case:

Proposition 3.13. [93, Proposition 8] Let $(X, \omega)$ be a symplectic orbifold. Then $(X, \omega)$ admits an almost Kähler orbifold structure $(X, \omega, J, g)$.

We denote $\left(\omega_{0}, \mathfrak{j}, g_{0}\right)$ the standard Kahler structure on $\mathbb{C}^{n}$.
Corollary 3.14. Let $(X, \omega)$ be a symplectic $2 n$-orbifold. Every point in $X$ admits a chart $(U, V, \phi, \Gamma, \omega)$ with $\Gamma<\mathrm{U}(n)$.

Proof. Put any almost Kähler structure $(\omega, J, g)$ on $X$ as provided by Proposition 3.13. Fix a chart $(U, V, \phi, \Gamma)$ around $p$ such that $\phi(0)=p, \Gamma$ acts linearly, and the almost Kähler structure $\left(\omega_{p}, J_{p}, g_{p}\right)=\left(\omega_{0}, \mathfrak{j}, g_{0}\right)$ at $p=0$ is standard. As $J$ is an orbifold almost complex structure, $\Gamma$ preserves $J$; in particular at the point $0 \in U$ we have $d_{0} \gamma \circ \mathfrak{j}=\mathfrak{j} \circ d_{0} \gamma$ for all $\gamma \in \Gamma$. As $\gamma$ is linear, we have that $d_{0} \gamma=\gamma$, hence $\gamma$ preserves the complex structure of $\mathbb{C}^{n}=\left(\mathbb{R}^{2 n}, \mathfrak{j}\right)$. This means that $\Gamma<\operatorname{Gl}(n, \mathbb{C})$. Similarly, since $\gamma$ preserves the standard metric $g_{0}$, one sees that $\Gamma<\mathrm{O}(2 n)$. The conclusion is that $\Gamma<\mathrm{Gl}(n, \mathbb{C}) \cap \mathrm{O}(2 n)=\mathrm{U}(n)$.

For symplectic (almost Kähler) orbifolds, the isotropy set inherits a symplectic (almost Kähler) structure.

Corollary 3.15. [93, Corollary 9] The isotropy set $\Sigma$ of $(X, \omega)$ consists of immersed symplectic suborbifolds $\bar{\Sigma}_{H}$. Moreover, if we endow $X$ with an almost Kähler orbifold structure $(\omega, J, g)$, then the sets $\bar{\Sigma}_{H}$ are almost Kähler suborbifolds.

The following result is a Darboux theorem for symplectic orbifolds.
Proposition 3.16. [93, Proposition 10] Let $(X, \omega)$ be a symplectic orbifold and $x_{0} \in X$. There exists an orbifold chart $(U, V, \phi, \Gamma)$ around $x_{0}$ with local coordinates $\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)$ such that the symplectic form has the expression $\omega=\sum d x_{i} \wedge d y_{i}$ and $\Gamma<\mathrm{U}(n)$ is a subgroup of the unitary group.

Any orbifold almost Kähler structure can be perturbed to make it standard around any chosen point. We include a proof below.

Corollary 3.17. Let $(X, \omega)$ be a symplectic orbifold, and let $(J, g)$ be a compatible almost Kähler structure. Let $p \in X$ a point and $\left(U, V, \phi, \Gamma, \omega_{0}\right)$ a Darboux chart around $p$. Choose $V_{1}$ a neighborhood of $p$ such that $\overline{V_{1}} \subset V$, and let $U_{1}=\phi^{-1}\left(V_{1}\right) \subset U$. There exists another compatible almost Kähler structure $\left(J^{\prime}, g^{\prime}\right)$ such that $J^{\prime}=J$ and $g^{\prime}=g$ outside $V$, and $\left(J^{\prime}, g^{\prime}\right)$ is the standard $\left(\mathfrak{j}, g_{0}\right)$ when lifted to the chart $U_{1} \subset U$.

Proof. Take a bump function $\rho$ which equals 1 on $V_{1}$ and 0 outside $V$. Consider the metric $g_{1}=\rho g_{0}+(1-\rho) g$, where $\rho g_{0}$ coincides with the standard metric when lifted to $U_{1}$, and extends as 0 to all of $X$. If we use the metric $g_{1}$ as auxiliary metric in the proof of Proposition 3.13 and construct a compatible almost Kähler structure $\left(J^{\prime}, g^{\prime}\right)$, we find that $J^{\prime}=\mathfrak{j}, g^{\prime}=g_{0}$ when lifted to $U_{1}$ because both $\omega$ and the auxiliary metric $g_{1}$ are standard in $U_{1}$.

Let us recall a result from symplectic linear algebra that will be useful later. Consider the retraction

$$
\begin{equation*}
r: \mathrm{Sp}(2 n, \mathbb{R}) \rightarrow \mathrm{U}(n), \quad r(A)=A\left(A^{t} A\right)^{-1 / 2} \tag{3.1}
\end{equation*}
$$

The fact that $A\left(A^{t} A\right)^{-1 / 2} \in \mathrm{U}(n)=\mathrm{Sp}(2 n, \mathbb{R}) \cap \mathrm{O}(2 n)$ for any $A \in \mathrm{Sp}(2 n, \mathbb{R})$ can be seen as follows. First, since $A^{t} \Omega_{0} A=\Omega_{0}$, with $\Omega_{0}$ the matrix of the standard symplectic form on $\mathbb{R}^{2 n}$, it is easy to check that $\left(A^{t} A\right)^{t} \Omega_{0} A^{t} A=\Omega_{0}$ so $A^{t} A \in \operatorname{Sp}(2 n, \mathbb{R})$. Then, by expressing the square root $S^{1 / 2}$ as a power series in $S$, for $S$ a positive definite symmetric matrix, one sees that $\left(A^{t} A\right)^{1 / 2} \in \operatorname{Sp}(2 n, \mathbb{R})$, hence so does its inverse and it follows that $r(A)=A\left(A^{t} A\right)^{-1 / 2} \in \operatorname{Sp}(2 n, \mathbb{R})$. Finally, using that $S$ and $S^{1 / 2}$ commute, it follows that $r(A)^{t} r(A)=\mathrm{Id}$, so $r(A) \in \mathrm{O}(2 n)$.

This retraction satisfies the following. If there is a group $\Gamma<\mathrm{U}(k)$ and an isomorphism $\rho: \Gamma \rightarrow \Gamma^{\prime}<\mathrm{U}(k)$, such that $A \in \operatorname{Sp}(2 n, \mathbb{R})$ is $\Gamma$-equivariant in the sense that $A \circ \gamma=\rho(\gamma) \circ A$ for all $\gamma \in \Gamma$, then $r(A)$ is also $\Gamma$-equivariant, i.e. $r(A) \circ \gamma=\rho(\gamma) \circ r(A)$ for all $\gamma \in G$. This property is a consequence of the following result:

Lemma 3.18. [93, Lemma 21] Let $A, C \in \mathrm{U}(k)$ and $B \in \operatorname{Sp}(2 n, \mathbb{R})$ such that $A=B^{-1} C B$. Then $A=r(B)^{-1} C r(B)$.

### 3.3 Symplectic orbifolds in dimension 4.

### 3.3.1 The isotropy set in dimension 4.

Let $(X, \omega)$ be a symplectic orbifold of dimension 4 , and let $x \in X$. Put a compatible orbifold almost complex structure on $(X, \omega)$, obtaining an almost Kähler orbifold $(X, \omega, J)$. By the equivariant Darboux Theorem, around any point we have an orbifold chart ( $U, V, \phi, \Gamma, \omega_{0}$ ) such that $U=B_{\varepsilon}(0) \subset \mathbb{C}^{2}$ is a ball and $\phi^{-1}(\{x\})=\{0\}$, and $\Gamma=\Gamma_{x}<\mathrm{U}(2)$ acts on $U$ by unitary matrices. Unless otherwise stated, from now on we assume that every orbifold chart of $(X, \omega)$ has the form above. We will write $\left(U, V, \phi, \Gamma, \omega_{0}\right)$ if the symplectic form is standard in the chart, and analogously for another tensors like $g_{0}$ and $\mathfrak{j}$.

In dimension 4 the isotropy set can be expressed as a union $\Sigma=\Sigma^{0} \cup \Sigma^{*} \cup \Sigma^{1}$ of three subsets with distinct properties. These are determined by a geometric condition that depends on the action of the isotropy groups $\Gamma_{x}<\mathrm{U}(2)$ in $\mathbb{C}^{2}$, as follows.

Case 1: $x \in \Sigma^{0}$ if the action of $\Gamma_{x}$ on $\mathbb{C}^{2}-\{0\}$ is free.
Case 2: $x \in \Sigma^{*}$ if there exists a complex line $L \subset \mathbb{C}^{2}$ such that for every non-identity element $\gamma \in \Gamma_{x}$ we have $\operatorname{Fix}(\gamma)=L$.

Case 3: $x \in \Sigma^{1}$ if there exist at least two complex lines $L_{1}, L_{2} \subset \mathbb{C}^{2}$ and non-identity elements $\gamma_{1}, \gamma_{2} \in \Gamma_{x}$ so that $L_{1}=\operatorname{Fix}\left(\gamma_{1}\right)$ and $L_{2}=\operatorname{Fix}\left(\gamma_{2}\right)$.

Note the following:

- If $x \in \Sigma^{0}$, then $x$ is an isolated point of $\Sigma$. That is why the points of $\Sigma^{0}$ are called isolated singular points.
- If $x \in \Sigma^{*}$ then $D=\phi(L)$ is contained on $\Sigma^{*}$ and every point on this line has constant isotropy $\Gamma_{x}$. The connected components of $\Sigma^{*}$ are therefore surfaces $S_{i}$ such that all its points have the same isotropy group $\Gamma_{i}$.
- The points of $\Sigma^{1}$ are also isolated; in addition these lie in the closure of some surfaces $S_{i} \subset \Sigma^{*}$. Given $x \in \Sigma^{1}$, let us call $I_{x}$ the set of indices $i$ such that the surface $S_{i}$ accumulates to $x$ and write $\Gamma_{i}$ the isotropy set of $S_{i}$.
We have the following result:
Lemma 3.19. Let $p \in \Sigma^{1}$ and let $(U, V, \Gamma)$ be an orbifold chart around $p$, with $\Gamma=\Gamma_{p}<\mathrm{U}(2)$. Let $\Gamma^{*}=\left\langle\Gamma_{i}\right.$ s.t. $\left.i \in I_{p}\right\rangle \triangleleft \Gamma$ be the normal subgroup generated by the isotropy groups of all the surfaces $S_{i}$ accumulating at $p$.

1. The space $U^{\prime}=U / \Gamma^{*}$ is a topological manifold and inherits naturally a complex orbifold structure with isotropy set the surfaces $S_{i}$.
2. The quotient group $\Gamma^{\prime}=\Gamma / \Gamma^{*}$ has an induced action on $U^{\prime}=U / \Gamma^{*}$. Moreover, $U^{\prime} / \Gamma^{\prime}$ and $U / \Gamma$ are canonically isomorphic (as orbifolds).

Proof. We check first that $\Gamma^{*}$ is a normal subgroup of $\Gamma$. Take $g_{i} \in \Gamma_{i}$, and $\gamma \in \Gamma$. Then $\gamma g_{i} \gamma^{-1}$ leaves fixed all the points in the surface $\gamma\left(S_{i}\right) \subset U$. Hence $\gamma g_{i} \gamma^{-1}$ belongs to the isotropy group of some of the surfaces $S_{j}=\gamma\left(S_{i}\right)$. This means that $\Gamma \circ \Gamma_{i} \circ \Gamma^{-1} \subset \bigcup_{j} \Gamma_{j} \subset \Gamma^{*}$. If we take now a generic element of $\Gamma^{*}$, i.e. finite product $\prod_{k} g_{i_{k}}$ with $g_{i_{k}} \in \Gamma_{i_{k}}$, then for any $\gamma \in \Gamma$ we have $\gamma\left(\Pi_{k} g_{i_{k}}\right) \gamma^{-1}=\prod_{k}\left(\gamma g_{i_{k}} \gamma^{-1}\right) \in \Gamma^{*}$, and this proves that $\Gamma \circ \Gamma^{*} \circ \Gamma^{-1} \subset \Gamma^{*}$, so $\Gamma^{*}$ is a normal subgroup.

The complex orbifold structure on $U / \Gamma^{*}$ exists because $\Gamma$ acts on $U \subset \mathbb{C}^{2}$ by biholormorphisms, so it acts j-equivariantly. To see that $U^{\prime}=U / \Gamma^{*}$ is a topological manifold, observe that the group $\Gamma^{*}$ acts on $\mathbb{C}^{2}$ and it is generated by complex reflections. Hence the algebra $\mathbb{C}\left[z_{1}, z_{2}\right]^{\Gamma^{*}}$ of $\Gamma^{*}$-invariant polynomials is a polynomial algebra generated by 2 elements, say $f, g$. This is proved for real reflections in [31], but the proof carries over to complex reflections also, see [101. Consider

$$
H: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}, \quad H(z)=\left(f\left(z_{1}, z_{2}\right), g\left(z_{1}, z_{2}\right)\right)
$$

This map induces a homeomorphism $\bar{H}: \mathbb{C}^{2} / \Gamma^{*} \rightarrow \mathbb{C}^{2}$. This ensures that $U / \Gamma^{*}$ is a topological manifold.

Now consider $\Gamma^{\prime}=\Gamma / \Gamma^{*}=\left\{\gamma \Gamma^{*}\right.$ s.t. $\left.\gamma \in \Gamma\right\}$, and define its action on $U^{\prime}=U / \Gamma^{*}=$ $\left\{\Gamma^{*} u\right.$ s.t. $\left.u \in U\right\}$ by $\left(\gamma \Gamma^{*}\right) \cdot\left(\Gamma^{*} u\right)=\Gamma^{*}(\gamma u)$ for $u \in U$ and $\gamma \in \Gamma$. This is well defined since for $\gamma^{\prime}=\gamma \gamma_{1}^{*}$ and $u^{\prime}=\gamma_{2}^{*} u$, other representatives of $\gamma \Gamma^{*}$ and $\Gamma^{*} u$, we have $\gamma^{\prime} u^{\prime}=$ $\left(\gamma \gamma_{1}^{*}\right)\left(\gamma_{2}^{*} u\right)=\gamma\left(\gamma_{1}^{*} \gamma_{2}^{*}\right) u=\gamma \gamma^{*} u=c_{\gamma}\left(\gamma^{*}\right) \gamma u$, where $c_{\gamma}: \Gamma \rightarrow \Gamma$ is conjugation by $\gamma$ and $\gamma^{*}=\gamma_{1}^{*} \gamma_{2}^{*} \in \Gamma^{*}$. Taking into account that $c_{\gamma}\left(\Gamma^{*}\right)=\Gamma^{*}$ we obtain $\Gamma^{*}\left(\gamma^{\prime} u^{\prime}\right)=\Gamma^{*}(\gamma u)$. It is immediate to check that this gives an action. Moreover, the orbit of $\Gamma^{*} u$ in $U^{\prime} / \Gamma^{\prime}$ is given by $\Gamma^{\prime} \cdot\left(\Gamma^{*} u\right)=\left\{\Gamma^{*}(\gamma u) \mid \gamma \in \Gamma\right\}$ so it equals $\Gamma u$, the orbit of $u$ in $U / \Gamma$.

The following lemma proves the existence of a suitable orbifold almost Kähler structure in dimension 4. It gives a local Kähler model around any point in $\Sigma^{1} \cup \Sigma^{0}$.
Lemma 3.20. Let $(X, \omega)$ be a 4-dimensional symplectic orbifold. There exists an almost Kähler structure $(X, \omega, J, g)$ such that:

1. For each point $p \in \Sigma^{0}$, there is an orbifold chart ( $U, V, \Gamma, \omega_{0}, \mathfrak{j}, g_{0}$ ) around $p$.
2. For each point $p \in \Sigma^{1}$ there is an orbifold chart $\left(U, V, \phi, \Gamma, \omega_{0}, \mathfrak{j}, g_{0}\right)$, and each surface $S_{i}$ that accumulates to $p$ lifts to $\phi^{-1}\left(S_{i}\right)$ which is a union of disjoint complex curves in the chart $(U, \mathfrak{j})$.

Proof. We use Corollary 3.17 to put an almost Kähler structure $(J, g)$ so that there are flat Kähler charts around any point in $\Sigma^{1} \cup \Sigma^{0}$. Now, using Corollary 3.15, both statements are clear.

### 3.3.2 Tubular neighbourhood of singular surfaces

With respect to the orbifold almost Kähler structure of above, given a surface $S \subset \Sigma^{*}$, note that $T S^{\perp \omega}=T S^{\perp g}$, i.e. for every $z \in S$, the symplectic and metric orthogonal spaces to $T_{z} S$ are the same. The following lemma gives an orbifold atlas of $X$ such that a tubular neighborhood of any surface $S \subset \Sigma^{*}$ inherits an atlas of an orbifold disc-bundle with structure group in $U(1)$.

Lemma 3.21. The symplectic orbifold $(X, \omega)$ admits an atlas $\mathcal{A}$ such that for any $S \subset \Sigma^{*}$, some neighborhood $D_{\varepsilon_{0}}(\bar{S})$ of $\bar{S}$ in $X$ admits an open cover $D_{\varepsilon_{0}}(\bar{S})=\cup_{\alpha} V_{\alpha}$ such that for each $\alpha$ there is an orbifold chart $\left(U_{\alpha}, V_{\alpha}, \Gamma_{\alpha}, \phi_{\alpha}, \omega_{\alpha}\right) \in \mathcal{A}$, satisfying:

1. If $V_{\alpha} \cap \Sigma^{1}=\emptyset$, then $U_{\alpha}=S_{\alpha} \times D_{\varepsilon_{0}}$ is a product, with $S_{\alpha} \subset S$ open, $D_{\varepsilon_{0}} \subset \mathbb{C}$ a disc, and the group $\Gamma_{\alpha}=\Gamma$ is the isotropy group of the surface $S$. For any other $V_{\beta}$ with $V_{\beta} \cap \Sigma^{1}=\emptyset$, the orbifold change of charts are given by

$$
\psi_{\alpha \beta}=\left(\psi_{\alpha \beta}^{1}, \psi_{\alpha \beta}^{2}\right): U_{\alpha} \rightarrow U_{\beta}, \quad(z, w) \mapsto\left(\psi_{\alpha \beta}^{1}(z), A_{\alpha \beta}(z) w\right)
$$

with

$$
A_{\alpha \beta}: S_{\alpha} \rightarrow \mathrm{U}(1), \quad z \mapsto A_{\alpha \beta}(z)
$$

a smooth function taking values in the unit circle $\mathrm{U}(1)$. The group $\Gamma<\mathrm{U}(1)$ acts in $U_{\alpha}$ and $U_{\beta}$ by a rotation in $D_{\varepsilon_{0}}$, in particular it is isomorphic to $\mathbb{Z}_{m}$.
2. For each $p \in \Sigma^{1} \cap \bar{S}$ denote $V_{p}$ an open set of the cover that contains $p$. Then the corresponding chart $\left(U_{p}, V_{p}, \Gamma_{p}, \phi_{p}, \omega_{0}\right)$ satisfies that $H_{p} \times D_{\varepsilon_{0}} \subset U_{p}$ with $H_{p} \subset \mathbb{R}^{2}$ open and $\phi_{p}\left(H_{p} \times\{0\}\right)=\bar{S} \cap V^{p}$. Moreover if $V_{\alpha}$ does not contain $p$, the change of charts is given by

$$
\psi_{\alpha p}: U_{\alpha} \rightarrow U_{p}, \quad(z, w) \mapsto\left(\psi_{\alpha p}^{1}(z), A_{\alpha p}(z) w\right)
$$

with $A_{\alpha p}(z) \in \mathrm{U}(1)$, and its image is $\psi_{\alpha p}\left(U_{\alpha}\right)=H_{\alpha} \times D_{\varepsilon_{0}} \subset H_{p} \times D_{\varepsilon_{0}}$, with $\phi_{p}\left(H_{\alpha} \times\right.$ $\{0\})=S \cap V_{\alpha} \cap V_{p}$. If we denote $\rho_{\alpha p}: \Gamma_{\alpha}=\Gamma \hookrightarrow \Gamma_{p}$ the associated monomorphism of isotropy groups, then the subgroup $\rho_{\alpha p}(\Gamma)<\Gamma_{p}$ acts on $H_{\alpha} \times D_{\varepsilon_{0}}$ as a rotation in $D_{\varepsilon_{0}}$.

Proof. Consider an orbifold almost Kähler structure $(\omega, J, g)$ on $X$ as in Lemma 3.20. To see (1), take an initial cover $\cup_{\alpha} V_{\alpha}$ of $S$ with orbifold charts $\left(U_{\alpha}^{\prime}, V_{\alpha}, \Gamma, \omega_{0}, J_{\alpha}, g_{\alpha}\right)$ such that $V_{\alpha} \cap \Sigma^{1}=\emptyset$. Let $(z, w)$ be coordinates in $U_{\alpha}^{\prime}$, such that $S_{\alpha}=S \cap U_{\alpha}^{\prime}=\{w=0\}$. Recall that we have for $z=(z, 0) \in S_{\alpha}$ an identification $\left(T_{z} S_{\alpha}\right)^{\perp}=\{z\} \times \mathbb{C}$. The change of charts are given by

$$
\begin{aligned}
\epsilon_{\alpha \beta}: & U_{\alpha}^{\prime} \rightarrow U_{\beta}^{\prime} \\
& (z, w) \mapsto\left(\epsilon_{\alpha \beta}^{1}(z, w), \epsilon_{\alpha \beta}^{2}(z, w)=\left(z^{\prime}, w^{\prime}\right)\right)
\end{aligned}
$$

with $\epsilon_{\alpha \beta}^{2}(z, 0)=0$ for all $(z, 0) \in S_{\alpha}$. Consider now $U_{\alpha}=S_{\alpha} \times \mathbb{C}$, and the maps

$$
\begin{aligned}
\phi_{\alpha \beta}: & U_{\alpha}=S_{\alpha} \times \mathbb{C} \rightarrow U_{\beta}=S_{\beta} \times \mathbb{C} \\
& (z, u) \mapsto\left(\phi_{\alpha \beta}^{1}(z), A_{\alpha \beta}^{\prime}(z) u\right)=\left(z^{\prime}, u^{\prime}\right)
\end{aligned}
$$

with $\phi_{\alpha \beta}^{1}(z)=\epsilon_{\alpha \beta}^{1}(z, 0)$, and $A_{\alpha \beta}^{\prime}(z)=\left.\partial_{w} \epsilon_{\alpha \beta}^{2}\right|_{(z, 0)}$. Here $\partial_{w} \epsilon_{\alpha \beta}^{2}$ stands for the Jacobian matrix of $\epsilon_{\alpha \beta}^{2}$ in the variable $w$. Now we use the exponential map to identify $U_{\alpha}^{\prime}$ and $U_{\alpha}=S_{\alpha} \times D_{\varepsilon}$, where $D_{\varepsilon} \subset \mathbb{C}$ is a small disc. To this end let us consider the maps

$$
e_{\alpha}: U_{\alpha}=S_{\alpha} \times D_{\varepsilon} \rightarrow U_{\alpha}^{\prime}, \quad(z, u) \mapsto \exp _{z}(u)=(z, w)
$$

which are diffeomorphisms for all $\varepsilon \leq \varepsilon_{0}$, maybe reducing $U_{\alpha}^{\prime}$. The induced action of the group $\Gamma$ in $U_{\alpha}=S_{\alpha} \times D_{\varepsilon}$ is given by complex multiplication in $D_{\varepsilon}$. Now, it is easy to check that the maps $\phi_{\alpha \beta}$ are the induced change of charts with respect to the new coordinates $(z, u)$ and $\left(z^{\prime}, u^{\prime}\right)$ in $U_{\alpha}$ and $U_{\beta}$. In other words, $\phi_{\alpha \beta}=e_{\beta}^{-1} \circ \epsilon_{\alpha \beta} \circ e_{\alpha}$. Hence we can take the maps $\phi_{\alpha \beta}$ as new orbifold change of charts. The matrices

$$
A_{\alpha \beta}^{\prime}(z):\left(\left(T_{z} S_{\alpha}\right)^{\perp}, h_{\alpha} \mid\right) \rightarrow\left(\left(T_{z^{\prime}} S_{\beta}\right)^{\perp}, h_{\beta} \mid\right)
$$

are isometries with respect to the orbifold hermitian metrics $h_{\alpha}=g_{\alpha}+i \omega_{0}\left(\cdot, J_{\alpha} \cdot\right)$ and $h_{\beta}=$ $g_{\beta}+i \omega_{0}\left(\cdot, J_{\beta} \cdot\right)$ restricted to the orthogonal spaces to $S$ (we use the notation $h_{\alpha} \mid$ to express this restriction). In particular $A_{\alpha \beta}^{\prime}(z) \in \operatorname{Sp}(2)$ are symplectic matrices. Take orthonormal bases of $\left(\left(T_{z} S_{\alpha}\right)^{\perp}, h_{\alpha} \mid\right)$ and $\left(\left(T_{z^{\prime}} S_{\beta}\right)^{\perp}, h_{\beta} \mid\right)$ so that $\left.h_{\alpha}\right|_{z}$ and $\left.h_{\beta}\right|_{z}$ become the standard hermitian metric $h_{0}$, and denote $P_{\alpha}(z), P_{\beta}\left(z^{\prime}\right) \in \operatorname{Sp}(2, \mathbb{R})$ the matrices of change of basis. Call the new coordinates $(z, v)=\left(z, P_{\alpha}(z) u\right)$ and $\left(z^{\prime}, v^{\prime}\right)=\left(z^{\prime}, P_{\beta}\left(z^{\prime}\right) u^{\prime}\right)$. The change of trivializations in the new coordinates are given by the matrices

$$
A_{\alpha \beta}^{\prime \prime}(z)=P_{\beta}\left(z^{\prime}\right) \cdot A_{\alpha \beta}^{\prime}(z) \cdot\left(P_{\alpha}(z)\right)^{-1} \in \mathrm{U}(1) .
$$

These matrices are unitary as we want, but the isotropy groups act via

$$
\Gamma_{z}=P_{\alpha}(z) \cdot \Gamma \cdot P_{\alpha}(z)^{-1}, \quad \Gamma_{z^{\prime}}=P_{\beta}\left(z^{\prime}\right) \cdot \Gamma \cdot P_{\beta}\left(z^{\prime}\right)^{-1}
$$

so they are groups acting non-linearly. To fix this, consider $r: \mathrm{Sp}(2, \mathbb{R}) \rightarrow \mathrm{U}(1)$ the retraction given in (3.1). By Lemma 3.18 we have

$$
\Gamma_{z}=r\left(P_{\alpha}(z)\right) \cdot \Gamma \cdot r\left(P_{\alpha}(z)\right)^{-1}, \quad \Gamma_{z^{\prime}}=r\left(P_{\beta}\left(z^{\prime}\right)\right) \cdot \Gamma \cdot r\left(P_{\beta}\left(z^{\prime}\right)\right)^{-1} .
$$

So if we introduce further coordinates $w$ in $U_{\alpha}^{\prime}$ by $(z, w)=\left(z, r\left(P_{\alpha}(z)\right)^{-1} v\right)$ and $w^{\prime}$ in $U_{\beta}^{\prime}$ by $\left(z^{\prime}, w^{\prime}\right)=\left(z^{\prime}, r\left(P_{\beta}\left(z^{\prime}\right)\right)^{-1} v^{\prime}\right)$ then the corresponding transition matrices are given by

$$
A_{\alpha \beta}(z)=r\left(P_{\beta}\left(z^{\prime}\right)\right)^{-1} \cdot A_{\alpha \beta}^{\prime \prime}(z) \cdot r\left(P_{\alpha}(z)\right) \in \mathrm{U}(1)
$$

and moreover the varying groups $\Gamma_{z}$ and $\Gamma_{z^{\prime}}$ become $\Gamma$ again. This shows what we wanted. The sought transition maps $\psi_{\alpha \beta}$ are given by $\psi_{\alpha \beta}^{1}(z)=\phi_{\alpha \beta}^{1}(z)$ and $\psi_{\alpha \beta}^{2}(z, w)=A_{\alpha \beta}(z) w$.

Now let us see (2). Suppose that $S$ accumulates at $p \in \Sigma^{1}$, and let $(U, V, \phi, \Gamma)$ a chart around $p=\phi(0)$ with coordinates $(z, w)$ such that $(\omega, g, J)$ is the standard Kähler structure in this chart. After a complex rotation on $U$ (which preserves the whole structure) we can suppose that $\bar{S} \cap V=\phi(\{w=0\})$. In this case, $e_{U}(z, w)=(z, w)$ so that $(U, V, \phi, \Gamma)$ remains invariant after the process described before.

Remark 3.22. The proof of this lemma shows that, given the Kähler chart $\phi: U_{p} \rightarrow V_{p}$ of a point $p \in \Sigma^{1}$, the atlas for the tubular neighborhood $D_{\varepsilon_{0}}(S)$ of a singular surface $S$ with $p \in \bar{S}$ can be constructed making a complex rotation of the preimage $\phi^{-1}\left(V_{p} \cap D_{\varepsilon_{0}}(S)\right)$ so that $S=\{w=0\}$.
Remark 3.23. Near $p \in \Sigma^{1} \cap \bar{S}$ we can define a compatible orbifold chart from $\left(U_{p}, V_{p}, \Gamma_{p}, \phi_{p}\right)$ : we let $\varepsilon_{p}>0$ be such that $B_{3 \varepsilon_{p}}(p) \subset V_{p}$ and let $\varepsilon_{0}>0$ such that

$$
\phi_{p}\left(\left(B_{3 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)\right) \cap\left(\mathbb{C} \times D_{\varepsilon_{0}}\right)\right) \subset X-\cup_{S^{\prime} \neq S} D_{\varepsilon_{0}}\left(\bar{S}^{\prime}\right) .
$$

There is a compatible orbifold chart $\left(A_{p}^{3}, V_{A_{p}^{3}}, \tilde{\Gamma}, \phi_{p}\right)$ with $A_{p}^{3}=\left(B_{3 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)\right) \cap\left(\mathbb{C} \times D_{\varepsilon_{0}}\right)$, $V_{A_{p}^{3}}=\phi_{p}\left(A_{p}^{3}\right)$ and $\tilde{\Gamma}=\left\{\gamma \in \Gamma_{p}\right.$ s.t. $\left.\gamma(z, 0)=\left(z^{\prime}, 0\right)\right\}<\mathrm{U}(1) \times \mathrm{U}(1)$.

Moreover, if $\Gamma_{S}$ is the isotropy of $S$ then $A_{p} / \Gamma_{S} \rightarrow A_{p} / \tilde{\Gamma}$ is a covering with deck group $\tilde{\Gamma} / \Gamma_{S}$. In addition, given $\phi_{p}(z, 0) \in U_{A_{p}^{3}}$ one can restrict sufficiently the previous chart to obtain an orbifold chart of $X$ with isotropy $\Gamma_{S}$.

## Remarks 3.24.

1. The symplectic forms $\omega_{\alpha}=e_{\alpha}^{*} \omega_{0}$ of the atlas above may not be standard in the charts $U_{\alpha}^{\prime}=S_{\alpha} \times D_{\varepsilon}$, but they are standard at the points of $S$, so we have in coordinates $(z, w) \in U_{\alpha}^{\prime}$ the expression

$$
\omega_{\alpha}=-\frac{\mathrm{i}}{2}(d z \wedge d \bar{z}+d w \wedge d \bar{w})+O(|w|)
$$

2. The atlas $\mathcal{A}$ constructed above can be refined so that for any $p \in \Sigma^{1}$ and any neighborhood $W^{p}$ of $p$ in $X$, there is an orbifold chart $\left(U^{p}, V^{p}, \phi_{p}, \Gamma_{p}\right)$ in $\mathcal{A}$ with $p \in V^{p} \subset W^{p}$. Also, we can assume that only one of the open sets of the atlas contains the point $p \in \Sigma^{1}$.

Consider an orbifold almost Kähler structure $(X, \omega, J, g)$ of lemma 3.20. Let $S \subset \Sigma^{*}$ be an isotropy surface, and $D_{\varepsilon_{0}}(\bar{S})$ a neighborhood of $\bar{S}$ in $X$ as in Lemma 3.21 , with an open cover $D_{\varepsilon_{0}}(\bar{S})=\cup_{\alpha} V_{\alpha}$ and orbifold charts $\left(U_{\alpha}, V_{\alpha}, \Gamma_{\alpha}, \phi_{\alpha}, \omega_{\alpha}\right)$. For $p \in \bar{S} \cap \Sigma^{1} \operatorname{let}\left(U_{p}, V_{p}, \Gamma_{p}, \phi_{p}, \omega_{0}\right)$ be the unique orbifold chart covering $p$. Denote $\pi: D_{\varepsilon_{0}}(\bar{S}) \rightarrow \bar{S}$ the projection. The following lemma shows the existence of an orbifold connection 1-form on $D_{\varepsilon_{0}}(\bar{S})-\left(\cup_{p \in \Sigma^{1} \cap \bar{S}} B_{\varepsilon_{p}}(p) \cup \bar{S}\right)$, where $\varepsilon_{p}$ satisfies that $B_{3 \varepsilon_{p}}(0) \subset U_{p}$ and $3 \varepsilon_{p}<\varepsilon_{0}$.

Lemma 3.25. Notations as above. There exists an orbifold 1 -form $\eta=\eta_{S} \in \Omega_{o r b}^{1}\left(D_{\varepsilon_{0}}(\bar{S})-\right.$ $\left.\left(\cup_{p \in \Sigma^{1} \cap \bar{S}} B_{\varepsilon_{p}}(p) \cup \bar{S}\right)\right)$ such that:

1. If $V_{\alpha} \cap \Sigma^{1}=\emptyset$, the liftings $\eta_{\alpha}$ in the orbifold charts $U_{\alpha}=S_{\alpha} \times D_{\varepsilon_{0}}$ have the form $\eta_{\alpha}=d \theta+\pi^{*} \nu_{\alpha}$ for $\nu_{\alpha} \in \Omega^{1}\left(S_{\alpha}\right)$, with $\theta$ the angular coordinate in $D_{\varepsilon_{0}}$.
2. For $p \in \Sigma^{1} \cap \bar{S}$, let $H_{p} \times D_{\varepsilon_{0}} \subset U_{p}$ with $\phi\left(H_{p} \times\{0\}\right)=\bar{S} \cap V_{p}$. Then, the lifting of $\eta$ in $U_{p}-B_{\varepsilon_{p}}(p)$ equals d $\theta$ in $V_{A_{p}^{2}}$, with $V_{A_{p}^{2}}=\phi_{p}\left(A_{p}^{2}\right)$ and $A_{p}^{2}=\left(B_{2 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)\right) \cap\left(\mathbb{C} \times D_{\varepsilon_{0}}\right)$.
Proof. Consider $\pi_{\alpha}: S_{\alpha} \times D_{\varepsilon_{0}} \rightarrow D_{\varepsilon_{0}}$, and the angular function $\pi_{\alpha}^{*} \theta$ which measures the angle in each fiber $D_{\varepsilon_{0}}$. We have that $\pi_{\alpha}^{*} \theta-\pi_{\beta}^{*} \theta=\pi^{*} \xi_{\alpha \beta}$ in the intersections, where $\xi_{\alpha \beta}=\xi_{\alpha \beta}(z)$ is a function on $S$.

The 1-forms $d \pi_{\alpha}^{*} \theta-d \pi_{\beta}^{*} \theta=\pi^{*} d \xi_{\alpha \beta}=\pi^{*} \nu_{\alpha \beta}$ are $\Gamma$-invariant since $\Gamma$ acts on the angle $\theta$ as a translation in the charts. The argument carries also on the chart $\left(A_{p}^{3}, V_{A_{p}^{3}}, \tilde{\Gamma}, \phi_{p}\right)$ defined on Remark 3.23 the angular form is $\tilde{\Gamma}$-invariant because each element of $\tilde{\Gamma}$ can be expressed as the composition of a map $(z, w) \rightarrow\left(e^{\frac{2 \pi i}{k}} z, w\right)$ which preserves the angle, and a map that acts on the angle $\theta$ as a translation.

We take a cover of $\bar{S}-\cup_{p \in \Sigma^{1} \cap \bar{S}} B_{\varepsilon_{p}}(p)$ formed by coordinate open sets and such that all points of $V_{A_{p}^{2}}$ are covered only by $V_{A_{p}^{3}}$. We denote it by $\left\{V_{\alpha}\right\}_{\alpha \in \Delta}$. Now, taking a partition of unity $\rho_{\alpha}$ subordinated to the cover $\left\{V_{\alpha}\right\}$ we can define $\eta_{\alpha}=\sum_{\alpha} \pi^{*} \rho_{\alpha} \cdot \pi_{\alpha}^{*}(d \theta)$. If we fix a chart $U_{\beta}=S_{\beta} \times D_{\varepsilon_{0}}$, then the lifting of $\eta$ to $U_{\beta}$ is given by

$$
\left.\eta\right|_{U_{\beta}}=\sum_{\alpha} \pi^{*} \rho_{\alpha} \cdot\left(\pi_{\beta}^{*}(d \theta)+\pi^{*} \nu_{\alpha \beta}\right)=\pi_{\beta}^{*}(d \theta)+\sum_{\alpha} \pi^{*}\left(\rho_{\alpha} \cdot \nu_{\alpha \beta}\right)
$$

This proves that $\eta$ restricts to $d \theta$ on each fiber and (1).
Take $p \in \Sigma^{1}$. Since points on $\phi_{p}\left(\left(B_{2 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)\right) \cap \mathbb{C} \times D_{\varepsilon_{0}}\right)$ are covered by a unique open set of the covering, the connection is trivial over it. This proves (2).

### 3.4 Resolution.

In this section we shall be explicit about the atlas that we consider in the space $X$. Let $\mathcal{A}$ be the orbifold atlas of $X$ that satisfies Lemma 3.21 and denote the symplectic orbifold structure by $(X, \omega, \mathcal{A})$.

First observe that we can suppose that $\Sigma^{0}=\emptyset$ by employing the method described in [28] to resolve isolated singularities; we briefly describe it in subsection 3.4.1. In order to perform the resolution we first endow $X$ with the structure of a symplectic orbifold $(X, \widehat{\mathcal{A}}, \widehat{\omega})$ without changing the underlying topological manifold. The isotropy points of the new structure are isolated and consist of $\Sigma^{0} \cup \Sigma^{1}$. For that purpose, we first construct a manifold atlas of $X-\Sigma^{1}$ and replace $\omega$ with a closed 2 -form $\omega_{a}^{*}$, which is zero on a closed neighbourhood of $\Sigma^{1}$ and symplectic away from it. After this we extend the orbifold structure to $\Sigma^{1}$ to obtain the desired orbifold structure $(X, \widehat{\mathcal{A}})$. The orbifold form $\omega^{\prime}$ naturally extends to $(X, \widehat{\mathcal{A}})$; we finally use a gluing lemma (see Lemma 3.37) to contruct $\widehat{\omega}$.

The extension process is inspired in Lemma 3.19. Following its notation, if $p \in \Sigma^{1}$ and $(U, V, \Gamma, \phi)$ is an orbifold chart then $V=U / \Gamma=\left(U / \Gamma^{*}\right) / \Gamma^{\prime}$. A holomorphic homeomorphism $H: U / \Gamma^{*} \rightarrow \widehat{U} \subset \mathbb{C}^{2}$ allows us to resolve the singularities of $\Sigma^{*} \cap V$; and $\widehat{U} / \Gamma^{\prime}$ has an isolated singularity at 0 . This structure must be compatible with the atlas defined on $X-\Sigma^{1}$; for that reason we resolve the singularities on $\Sigma^{*}$ using complex transformations. Riemann extension theorem will ensure the compatibility of both structures away from $\Sigma^{1}$.

We finally resolve the isolated isotropy locus of $(X, \widehat{\mathcal{A}}, \widehat{\omega})$ using again the method of [28]. This process yields a resolution of $(X, \mathcal{A}, \omega)$ as follows:

Theorem 3.26. Let $(X, \omega)$ be a symplectic 4 -orbifold such that the closure of each conected component $S \subset \Sigma^{*}$ is compact. There exists a symplectic manifold $(\tilde{X}, \tilde{\omega})$ and a smooth map $\pi:(\tilde{X}, \tilde{\omega}) \rightarrow(X, \omega)$ which is a symplectomorphism outside an arbitrarily small neighborhood of the isotropy set of $X$.

### 3.4.1 Resolution of isolated singularities

We briefly outline the process of resolving an isolated singularity, which can be found in [28]. As one should observe, this method is valid for symplectic orbifolds of arbitrary dimension; but we restrict to the case that the dimension is 4 .

Let $p \in \Sigma^{0}$ be an isolated singular point and let $\left(U, V, \Gamma, \phi, \omega_{0}, \mathfrak{j}, g_{0}\right)$ be a Kähler Darboux chart around $p$ with $V \cong U / \Gamma, \Gamma<\mathrm{U}(2)$. The space $U / \Gamma$ is an affine variety because one can consider $\left\langle P_{1}, \ldots, P_{N}\right\rangle$ a basis of the finitely generated $\mathbb{C}$-algebra of polynomials that are invariant by the action of $\Gamma$, and define the holomorphic embedding:

$$
\iota: \mathbb{C}^{2} / \Gamma \rightarrow \mathbb{C}^{N}, \quad \iota(x)=\left(P_{1}, \ldots, P_{N}\right)(x)
$$

The model $\iota\left(\mathbb{C}^{2} / \Gamma\right)$ is then used to perform the resolution of singularities. This consists of a finite number of blow-ups [65], [66]. The resolution $b: F \rightarrow \iota\left(\mathbb{C}^{2} / \Gamma\right)$ is quasi-projective and consequently Kähler. We shall denote by $\omega_{F}$ and $\mathfrak{j}_{F}$ the symplectic form and the complex structure on the resolution.

Then we replace $B_{\varepsilon}(p)=\phi\left(B_{\varepsilon}(0)\right) \subset V$ by a small ball around the exceptional set $E=b^{-1}(0)$ in $F$; that is, define:

$$
X^{\prime}=\left(X-B_{\varepsilon}(p)\right) \cup_{\bar{\phi} \circ b} b^{-1}\left(B_{\varepsilon}(0) / \Gamma\right),
$$

To endow $X^{\prime}$ with a symplectic form we interpolate $b^{*} \omega_{0}$ and $\lambda \omega_{F}$ on $A=b^{-1}\left(B_{3 \delta}(0)-\right.$ $\left.B_{\delta}(0) / \Gamma\right)$, where $\lambda$ is small enough. The interpolation is allowed due to the fact that $A$ is a lens space and thus $H^{2}(A, \mathbb{R})=0$; in order to do so one has to replace the Kähler potential $r^{2}$ of $\omega_{0}$ with a radial Kähler potential on $\mathbb{C}^{2}-B_{\delta}(0)$ that vanishes on $\overline{B_{\delta}(0)}$ and coincides with $r^{2}$ on $\mathbb{C}^{2}-B_{2 \delta}(0)$, obtaining a form $\omega_{1}$. If $d \eta=\omega_{F}-b^{*} \omega_{1}$ on $A, \lambda$ is small enough, and $\rho$ is a radial bump function which is 1 on $B_{2 \delta}(0)$ and 0 on $\mathbb{C}^{2}-B_{3 \delta}(0)$, then the 2-form:

$$
\omega_{\lambda}=b^{*} \omega_{1}+\lambda d((\rho \circ b) \eta)
$$

extends to a symplectic form on $b^{-1}\left(B_{2 \varepsilon}(0) / \Gamma\right)$ and interpolates the desired forms; this is similar to the gluing process described in Lemma 3.37. To ensure that $\omega_{\lambda}$ is symplectic on $\delta<r \leq 2 \delta$ we use the fact that both $b^{*} \omega_{1}$ and $\omega_{F}$ are positive with respect to the complex structure $\mathfrak{j}_{F}$ on $F$.

### 3.4.2 Construction of $\left(X-\Sigma^{1}, \widehat{\mathcal{A}}, \omega^{\prime}\right)$.

In this first step we resolve each surface $S \subset \Sigma^{*}$ separately; working away from $\Sigma^{1}$. We split the construction in two parts: we first do a preparation on the orbifold $(X, \mathcal{A}, \omega)$ and then change the symplectic orbifold structure.

## Preparation

In order to construct a smooth atlas $\hat{\mathcal{A}}$ of $X-\Sigma^{1}$ we shall modify $\mathcal{A}$ around singular surfaces. For this, we use the basic fact that the map $q: \mathbb{C} \rightarrow \mathbb{C}, q(z)=z^{m}$ gives a homeomorphism between $\mathbb{C} / \mathbb{Z}_{m}$ and $\mathbb{C}$. This map applied to the fibers $\{z\} \times D_{\varepsilon_{0}} \subset D_{\varepsilon_{0}}(\bar{S})$ yields a manifold atlas of $D_{\varepsilon_{0}}(\bar{S})-\Sigma^{1} \cap \bar{S}$, hence providing the sought manifold atlas $\hat{\mathcal{A}}$ on $X-\Sigma^{1}$.

But the symplectic form $\omega$ is singular on $\Sigma^{*}$ with respect to the atlas $\widehat{\mathcal{A}}$ of $X-\Sigma^{1}$. For this reason we replace $\omega$ on the orbifold $(X, \mathcal{A})$ with a form $\omega_{a}^{*}$ that is degenerate on each $S \subset \Sigma^{*}$, but it is symplectic on the manifold $\left(X-\overline{B_{\varepsilon}\left(\Sigma^{1}\right)}, \hat{\mathcal{A}}\right)$. Here $B\left(\Sigma^{1}\right)$ stands for a neighborhood of $\Sigma^{1}$ which is a union of balls around each $p \in \Sigma^{1}$ that are contained in $V_{p}$, where $\left(U_{p}, V_{p}, \Gamma_{p}, \omega_{0}\right) \in \mathcal{A}$ is the Darboux chart as usual. More precisely, given $p \in \Sigma^{1}$ the ball is $\phi\left(B_{\varepsilon_{p}}(0)\right)$ where $\varepsilon_{p}>0$ satisfies $B_{3 \varepsilon_{p}}(0) \subset U_{p}$. In addition, $\omega_{a}^{*}=0$ on $\overline{B\left(\Sigma^{1}\right)}$.

As a first step, we need an orbifold symplectic form $\omega^{0}$ on $X$ which is constant on the fibers of $D_{\varepsilon_{0}}(\bar{S})$ for each $S \subset \Sigma^{*}$. For that purpose we first introduce some notations; let $S$ be an isotropy surface, we denote $\pi: D_{\varepsilon_{0}}(\bar{S}) \rightarrow \bar{S}$ the projection. By Lemma 3.25 we have an orbifold connection 1-form $\eta$ on $D_{\varepsilon_{0}}(\bar{S})-\bar{S} \times\{0\}$ which equals $d \theta$ in each punctured fiber $\{z\} \times\left(D_{\varepsilon}-\{0\}\right), z \in \bar{S}$. Denote $\omega_{S}=\iota^{*} \omega \in \Omega^{2}(S)$ the symplectic form on $S$, with $\iota: \bar{S} \hookrightarrow D_{\varepsilon_{0}}(\bar{S}) \subset X$ the inclusion.

Lemma 3.27. For any choice of $\delta>0$ small enough, there exists an orbifold symplectic form $\omega^{0}=\omega^{0}(\delta)$ on $X$ such that $\omega^{0}=\omega$ in

$$
\left(X-\cup_{S \subset \Sigma^{*}} D_{2 \delta}(\bar{S})\right) \cup_{p \in \Sigma^{1}} V_{p},
$$

and for every singular surface $S \subset \Sigma^{*}, \omega^{0}=\pi^{*} \omega_{S}+r d r \wedge \eta+\frac{1}{2} r^{2} d \eta$ in $D_{\delta}(\bar{S})$; where $\pi: D_{\delta}(\bar{S}) \rightarrow \bar{S}$ denotes the projection.

Proof. Let $S \subset \Sigma^{*}$ be a singular surface; we define an orbifold 2 -form by

$$
\omega^{\prime}=\pi^{*} \omega_{S}+r d r \wedge \eta+\frac{1}{2} r^{2} d \eta \in \Omega_{o r b}^{2}\left(D_{\varepsilon_{0}}(\bar{S})\right)
$$

where $r$ is the function in $D_{\varepsilon_{0}}(\bar{S})$ measuring the radius of the fiber $D_{\varepsilon_{0}}$. A simple computation shows that $\omega^{\prime}$ is smooth for $r=0$, and that $d \omega^{\prime}=0$. In addition, given $p \in \Sigma^{1} \cap \bar{S}$, it holds that $\eta=d \theta$ and $\omega$ is the standard Kähler form on the set $H_{p} \times D_{\varepsilon}$; therefore $\omega^{\prime}$ coincides with $\omega$.

It is clear that $\omega^{\prime}$ is non-degenerate at every point of the zero section $\bar{S} \times\{0\}$, so it is nondegenerate in a maybe smaller neighborhood which we call again $D_{\varepsilon_{0}}(\bar{S})$. Now we interpolate $\omega^{\prime}$ and $\omega$ to obtain the sought orbifold symplectic form $\omega^{0}$ on $X$. Since $\iota^{*}\left(\omega^{\prime}-\omega\right)=0$ and $D_{\varepsilon_{0}}(\bar{S})$ retracts onto $\bar{S}$, we have that $\omega^{\prime}-\omega=d \beta$ for some orbifold 1 -form $\beta$ defined in $D_{\varepsilon_{0}}(\bar{S})$ which is 0 on $H_{p} \times D_{\varepsilon}$. By Remark 3.24 we have $\left|\omega^{\prime}-\omega\right|=O(r)$ in $D_{\varepsilon_{0}}(\bar{S})$. We can take a primitive $\beta$ of $\omega^{\prime}-\omega=d \beta$ such that $|\beta|=O\left(r^{2}\right)$. Indeed, we can write $\omega^{\prime}-\omega=\alpha_{0} \wedge d r+\alpha_{1}$
for $\alpha_{0}$ a 1-form and $\alpha_{1}$ a 2-form with $\alpha_{1}\left(\partial_{r}, \cdot\right)=0$. Then we set $\beta=\int_{0}^{r} \alpha_{0} d r$, which is smooth and a primitive for $\omega^{\prime}-\omega$ such that

$$
|\beta| \leq C r\left|\alpha_{0}\right|=C r\left|\left(\omega^{\prime}-\omega\right)\left(\partial_{r}, \cdot\right)\right| \leq C r\left|\omega-\omega^{\prime}\right|\left|\partial_{r}\right|=O\left(r^{2}\right)
$$

since $\left|\partial_{r}\right|$ is bounded. Now consider a bump function $\rho_{\delta}(r)$ which equals 1 on $D_{\delta}(\bar{S})$ and 0 outside $D_{2 \delta}(\bar{S})$ and such that $\left|\rho_{\delta}^{\prime}\right| \leq \frac{3}{\delta}$. Here $\delta<\frac{\varepsilon_{0}}{2}$ is small, to be fixed later. Define $\omega^{0}=\omega+d\left(\rho_{\delta} \beta\right)$. We have that

$$
\left|\omega^{0}-\omega\right|=\left|\rho_{\delta}^{\prime}(r) d r \wedge \beta+\rho_{\delta} d \beta\right|=O\left(\frac{r^{2}}{\delta}\right)+O(r)
$$

so $\omega^{0}-\omega=O(\delta)$ in $D_{2 \delta}(S)$. Hence $\omega^{0}$ is symplectic on $D_{2 \delta}(\bar{S})$ for $\delta$ small. Outside $D_{2 \delta}(S)$ we have $\omega^{0}=\omega$ so it is also symplectic, and then $\omega^{0}$ is a global orbifold symplectic form on $X$. Note that $\omega^{0}$ equals $\omega^{\prime}$ on $D_{\delta}(S)$, as desired. Finally, it is clear from the construction of $\omega^{0}$ that $\omega=\omega^{0}$ on a neighborhood $\cup_{p} V_{p}$ of $\Sigma^{1}$.

We now modify $\omega^{\prime}$ in order to obtain an intermediate form, $\omega_{a} \in \Omega^{2}\left(X-B\left(\Sigma^{1}\right)\right)$. This is a closed form which is symplectic on $X-\left(\Sigma^{*} \cup B\left(\Sigma^{1}\right)\right)$ but $\omega_{a} \neq 0$ on $\partial B\left(\Sigma^{*}\right)$; we contruct later the desired form $\omega_{a}^{*}$ from $\omega_{a}$. The construction of $\omega_{a}$ follows the ideas of the proof of Lemma 3.27 and consists of defining a symplectic form which is adapted to a splitting of the tangent bundle of each singular surface $S \subset \Sigma^{*}$ into two distributions that we now introduce.

Recall that our atlas provides a well-defined radial function around $S$. The connection 1-form $\eta$ defined in Lemma 3.25 allows us to define the horizontal subbundle $\mathcal{H}=\operatorname{ker}(r d r \wedge \eta)$ and the vertical subbundle $\mathcal{V}=\operatorname{ker}(d \pi)$; these can be endowed with an almost Kähler structure:

1. On the horizontal space we consider the symplectic form $\pi^{*} \omega_{S}$; if $J_{S}$ tames $\omega_{S}$ on $S$, we extend it to $\mathcal{H}$ via the isomorphism $d \pi$ and continue denoting it with the same name. This extension tames $\pi^{*} \omega_{S}$ because $(d \pi)^{t}\left(\omega_{S}\right)=\pi^{*} \omega_{S}$.
2. On the vertical bundle $\mathcal{V}$ we consider the standard metric $g \mathcal{V}=d r^{2}+r^{2} d \theta^{2}$ and the complex structure $J_{\mathcal{V}}$ induced by the complex multiplication by i in the atlas $\left(U_{\alpha}, V_{\alpha}, \Gamma_{\alpha}, \phi_{\alpha}\right)$. The induced form is $\omega_{\mathcal{V}}=r d r \wedge d \theta=\left.r d r \wedge \eta\right|_{\mathcal{V}}$.

Note that $\mathcal{H}^{*} \cong \operatorname{Ann}(\mathcal{V})=\mathcal{C}^{\infty} \otimes \pi^{*}\left(\Omega^{1}(S)\right)$ and that $\mathcal{V}^{*} \cong \operatorname{Ann}(\mathcal{H})=\mathcal{C}^{\infty} \otimes\langle d r, \eta\rangle$, so we can extend any tensor initially constructed in the horizontal (vertical) distribution as being zero in the vertical (horizontal) distribution respectively. This applies especially to $J_{\mathcal{V}}$.

Before stating the result in which we construct the form $\omega_{a}$, we introduce some notations. Consider the neighborhoods $D_{\delta}(\bar{S})$ for $0<\delta \leq \varepsilon_{0}$; there exists $\delta_{p}^{\Sigma^{*}}>0$ such that for any $0<\delta<\delta_{p}^{\Sigma^{*}}$ it holds $D_{\delta}(\bar{S}) \cap D_{\delta}\left(\bar{S}^{\prime}\right) \subset B\left(\Sigma^{1}\right)$ for any pair of singular surfaces $S, S^{\prime}$. Fix a singular surface $S$, define for $0<\delta<\delta_{p}^{\Sigma^{*}}$ the $\delta$-normal neighborhood of $S-B\left(\Sigma^{1}\right)$

$$
N_{\delta}(S)=\bigcup_{\alpha \in \Lambda_{S}} \phi_{\alpha}\left(S_{\alpha} \times B_{\delta}(0)\right)
$$

where $\Lambda_{S}$ denotes the set of indexes $\alpha$ such that $V_{\alpha} \cap S \neq \emptyset$ and $V_{\alpha} \subset X-B\left(\Sigma^{1}\right)$. To ease notation, we assume that $\varepsilon_{0}$ is chosen so that $\varepsilon_{0}<\delta_{p}^{\Sigma^{*}}$. Hence the neighborhoods $N_{\varepsilon_{0}}(S)$ are disjoint for the different surfaces $S$.

Proposition 3.28. For every isotropy surface $S$ there exist $0<\delta_{0}^{S}<\frac{1}{2} \delta_{p}^{\Sigma^{*}}, \delta_{2}^{S}<\frac{1}{3} \delta_{0}^{S}$, and $a_{2}^{S}>0$ such that for every $a<\min _{S}\left\{a_{2}^{S}\right\}$ there is a closed form $\omega_{a} \in \Omega^{2}\left(X-B\left(\Sigma^{1}\right)\right)$ which is
non-degenerate on $X-\left(B\left(\Sigma^{1}\right) \cup \Sigma^{*}\right)$, such that $\omega_{a}=\omega$ on $X-\left(\cup_{p \in \Sigma^{1}} B_{\varepsilon_{p}}(p) \cup_{S \in \Sigma^{*}} N_{2 \delta_{0}^{S}}(S)\right)$, and on $N_{\delta_{2}^{S}}(S)$ we have:

$$
\omega_{a}=\pi^{*} \omega_{S}-\frac{1}{4} d J_{\mathcal{V}} d\left(r^{2 m_{S}}+a^{2}\right)^{\frac{1}{m_{S}}}
$$

where $\mathbb{Z}_{m_{S}}$ is the isotropy group of every $x \in S$. On $\cup_{p \in \Sigma^{1}}\left(B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p)\right)-\Sigma^{*}$ the form $\omega_{a}$ is $\mathfrak{j}$-tamed and Kähler.

Proof. We describe the process in a neighborhood of a fixed singular surface $S$. To ease notations, we denote the order of its cyclic isotropy group by $m$ instead of $m_{S}$. Note that $J_{\mathcal{V}}(d r)=-r \eta$ for $r \neq 0$, so in particular

$$
\frac{1}{2} d\left(r^{2} \eta\right)=-\frac{1}{2} d\left(r J_{\mathcal{V}} d r\right)=-\frac{1}{4} d J_{\mathcal{V}} d r^{2}
$$

Let $\omega^{0}$ be the symplectic form of Lemma 3.27 such that

$$
\omega^{0}=\pi^{*}\left(\omega_{S}\right)+\frac{1}{2} d\left(r^{2} \eta\right)=\pi^{*}\left(\omega_{S}\right)-\frac{1}{4} d J_{\mathcal{V}} d r^{2}
$$

on $N_{\delta_{0}}(S)$ and $\omega^{0}=\omega$ on $X-N_{2 \delta_{0}}(S)$, for some $\delta_{0}$ with $0<\delta_{0}<\frac{1}{2} \delta_{p}^{\Sigma^{*}}$.
Define the 2 -form:

$$
\omega_{a}^{0}=\pi^{*}\left(\omega_{S}\right)-\frac{1}{4} d J_{\mathcal{V}} d\left(f\left(r^{2}, a\right)\right),
$$

where $f(r, a)=\left(r^{m}+a^{2}\right)^{\frac{1}{m}}$.
Given a function $\bar{f}: \mathbb{R} \rightarrow \mathbb{R}$, the 2 -form $-\frac{1}{4} d J \mathcal{V} d\left(\bar{f}\left(r^{2}\right)\right)$ is expressed as follows:

$$
\begin{aligned}
-\frac{1}{4} d J_{\mathcal{V}} d \bar{f}\left(r^{2}\right) & =-\frac{1}{2} d J_{\mathcal{V}}\left(r \bar{f}^{\prime}\left(r^{2}\right) d r\right)=\frac{1}{2} d\left(\bar{f}^{\prime}\left(r^{2}\right) r^{2} \eta\right) \\
& =\frac{1}{2} r^{2} \bar{f}^{\prime}\left(r^{2}\right) \pi^{*} \kappa+\left(r^{2} \bar{f}^{\prime \prime}\left(r^{2}\right)+\bar{f}^{\prime}\left(r^{2}\right)\right) r d r \wedge \eta,
\end{aligned}
$$

where $\pi^{*}(\kappa)=d \eta$ is the curvature of the connection. In addition, we observe:

1. The projection of $-\frac{1}{4} d J \mathcal{V} d \bar{f}$ to the space $\Lambda^{2} \mathcal{V}^{*}$ is

$$
\left.-\frac{1}{4} d J_{\mathcal{V}} d \bar{f} \right\rvert\, \mathcal{V}=\left(r^{2} \bar{f}^{\prime \prime}\left(r^{2}\right)+\bar{f}^{\prime}\left(r^{2}\right)\right) r d r \wedge \eta
$$

It is $J_{\mathcal{V}}$-tamed on an annulus $R_{0} \leq r \leq R_{1}$ as long as $x \bar{f}^{\prime \prime}(x)+\bar{f}^{\prime}(x)>0$ for $x \in\left[R_{0}^{2}, R_{1}^{2}\right]$.
2. Denote $\|\cdot\|$ the norm with respect to the metric $g_{S}+g_{\mathcal{V}}$. If $r \leq 1$ then,

$$
\left\|\frac{1}{4} d J_{v} d \bar{f}\right\| \leq \frac{1}{2}\left|\bar{f}^{\prime}\left(r^{2}\right)\right|\left\|\pi^{*} \kappa\right\|+\left|\bar{f}^{\prime \prime}\left(r^{2}\right)\right|+\left|\bar{f}^{\prime}\left(r^{2}\right)\right| .
$$

In particular, if $\Delta=\left[\bar{\delta}_{1}, \bar{\delta}_{2}\right] \subset[0,1]$ and $\bar{f}_{a}$ is a family of functions such that $\left.\bar{f}_{a}\right|_{\Delta}$ tends uniformly to 0 as $a \rightarrow 0$ in the $C^{2}$ norm, then given $\varepsilon>0$ one can choose $a_{0}>0$ small enough such that for $a<a_{0},\left\|\frac{1}{4} d J_{v} d \bar{f}_{a}\right\|<\varepsilon$ on $r \in \Delta$.

We now check that we can choose $\delta_{1}<\frac{1}{2} \delta_{0}$ and $a_{1}>0$ such that for every $a<a_{1}$ the form $\omega_{a}^{0}$ is non-degenerate on $0<r<\delta_{1}$. The vertical part $\omega_{a}^{0}\left|\mathcal{V}=-\frac{1}{4} d J_{\mathcal{V}} d f\left(r^{2}, a\right)\right| \mathcal{V}$ is non-degenerate and $J_{\mathcal{V}}$-tamed on $r \neq 0$ because:

$$
\begin{aligned}
\left(\frac{d}{d r} f\right)(r, a) & =r^{m-1}\left(r^{m}+a^{2}\right)^{\frac{1}{m}-1}>0 \\
\left(\frac{d}{d r^{2}} f\right)(r, a) & =a^{2}(m-1) r^{m-2}\left(r^{m}+a^{2}\right)^{\frac{1}{m}-2}>0
\end{aligned}
$$

The horizontal part is $\left.\omega_{a}^{0}\right|_{\mathcal{H}}=\pi^{*}\left(\omega_{S}\right)+\frac{1}{2} r^{2}\left(\frac{d}{d r} f\right)\left(r^{2}, a\right) \pi^{*} \kappa$, whose first summand $\pi^{*}\left(\omega_{S}\right)$ is non-degenerate and $J_{S}$-tamed on $\mathcal{H}$; since $r^{2}\left(\frac{d}{d r} f\right)\left(r^{2}, 0\right)=r^{2}$ we conclude the existence of $\delta_{1}<\frac{1}{2} \delta_{0}$ and $a_{1}>0$ such that $\left.\omega_{a}^{0}\right|_{\mathcal{H}}$ is non-degenerate and $J_{S}$-tamed on $\mathcal{H}$ for $r<\delta_{1}$ and $a<a_{1}$.

Choose $\delta_{2}<\frac{1}{3} \delta_{1}$; we now show that there exists $a_{2}<a_{1}$ such that for every $a<a_{2}$ there is a form $\omega_{a}$ on $X$ with $\omega_{a}=\omega_{a}^{0}$ if $0 \leq r \leq \delta_{2}, \omega_{a}=\omega^{0}$ if $r>2 \delta_{2}$ and such that $\omega_{a}$ is $J_{\mathcal{V}}+J_{\mathcal{H}}$ tamed on $\delta_{2}<r<2 \delta_{2}$. Let $\rho=\rho(x)$ be a smooth function such that $\rho=1$ if $x \leq 1$ and $\rho=0$ if $x \geq 4$ and define $\rho_{\delta}(x)=\rho\left(\frac{x}{\delta^{2}}\right)$. We also define $h(x, a)=f(x, a)-x$, $H(x, a)=\rho_{\delta_{2}}(x) h(x, a)$ and the closed form

$$
\omega_{a}=\omega^{0}-\frac{1}{4} d J_{\mathcal{V}} d\left(H\left(r^{2}, a\right)\right)
$$

We now show that this is $J_{\mathcal{V}}+J_{\mathcal{H}}$ tamed on $\delta_{2}<r<2 \delta_{2}$. Note that the function $H$ is smooth on $(x, a) \in(0, \infty) \times \mathbb{R}$ and satisfies that $H(x, 0)=\rho_{\delta_{2}}(x) h(x, 0)=0$. Thus, the family $\bar{f}_{a}(x)=H(x, a)$ converges uniformly to 0 in the $C^{2}$ norm on the domain $x \in\left[\delta_{2}^{2}, 4 \delta_{2}^{2}\right]$.

Let $\varepsilon>0$ be such that an $\varepsilon$-ball with respect to $g_{S}+g_{\mathcal{V}}$ around $\omega^{0}$ is $\left(J_{S}+J_{\mathcal{V}}\right)$-tamed on $\delta_{2} \leq r \leq 2 \delta_{2}$. Our previous observation ensures the existence of $a_{2}>0$ such that for every $a<a_{2}$.

$$
\left\|\omega_{a}-\omega^{0}\right\|=\left\|\frac{1}{4} d J_{\mathcal{V}} d\left(H_{\delta}\left(r^{2}, a\right)\right)\right\|<\varepsilon
$$

on $\delta_{2} \leq r \leq 2 \delta_{2}$, and thus $\omega_{a}$ is $J_{\mathcal{V}}+J_{\mathcal{H}}$-tamed on $\delta_{2} \leq r \leq 2 \delta_{2}$, so it is a symplectic form there.

Note also that on the chart $B_{2 \varepsilon_{p}}(p) \subset V_{p}$ the connection is flat, i.e. $\eta=d \theta$, and moreover $\left(\omega_{S}, J_{S}\right)$ becomes the standard Kähler structure on $S \cap V_{p}$, so that $J_{\mathcal{V}}+J_{\mathcal{H}}=\mathfrak{j}$ becomes standard on $U_{p} \subset \mathbb{C}^{2}$. Thus, the computation above proves that $\omega_{a}$ is $\mathfrak{j}$-tamed and Kähler on $\cup_{p \in \Sigma^{1}}\left(B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p)\right)-\Sigma^{*}$.

Remark 3.29. For a fixed surface $S$, the formula defining $\omega_{a}$ near $S$ clearly extends to a nondegenerate closed 2-form on $D_{\varepsilon_{0}}(\bar{S})-\Sigma^{1}$. However, for different surfaces $S, S^{\prime}$ these extended 2-forms may differ in $D_{\varepsilon_{0}}\left(\bar{S}_{i}\right) \cap D_{\varepsilon_{0}}\left(\bar{S}_{j}\right) \subset B\left(\Sigma^{1}\right)$. That is why we restrict the definition of $\omega_{a}$ to $X-B\left(\Sigma^{1}\right)$.

To construct $\omega_{a}^{*}$ we interpolate $\omega_{a}$ with 0 near $\Sigma^{1}$; for that purpose we first prove that $\omega_{a}$ admits a Kähler potential on a neighbourhood of $\Sigma^{1}$. This neighbourhood consists of the union of the annuli $A_{p}=B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p) \subset X$ for each $p \in \Sigma^{1}$; these are covered by the orbifold charts $U_{A_{p}}=B_{2 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)$.
Proposition 3.30. Let $p \in \Sigma^{1}$; there is a Kähler potential $F_{a}: A_{p} \rightarrow[0, \infty)$ for the lifting of $\omega_{a}$ to the chart $U_{A_{p}}$. That is, in $U_{A_{p}}$ we have

$$
\omega_{a}=\frac{\mathrm{i}}{2} \partial \bar{\partial} F_{a} .
$$

In addition, a can be chosen so that there exists $0<t_{0}<t_{1}$ such that:

$$
B_{\varepsilon_{p}}(0) \subset F_{a}^{-1}\left(\left[0, t_{0}\right)\right) \subset B_{3 \varepsilon_{p} / 2}(0) \subset F_{a}^{-1}\left(\left[0, t_{1}\right)\right) \subset B_{2 \varepsilon_{p}}(0)
$$

Proof. First of all recall that the preparation of Lemma 3.27 does not alter $\left.\omega\right|_{V_{p}}$, being $V=V_{p}$ a neighborhood of $p$ containing $B_{2 \varepsilon_{p}}(p)$. To ease notation let us suppose from now on that $V=B_{2 \varepsilon_{p}}(p)$, so $V$ is covered by an orbifold chart $U=B_{2 \varepsilon_{p}}(0) \rightarrow V$ with coordinates $(z, w)$. Fix a surface $S \subset \Sigma^{*}$. We cover $V-B_{\varepsilon_{p}}(p)$ with the charts $W=U_{p}-\left(B_{\varepsilon_{p}}(0) \cup_{S} N_{\delta}(S)\right)$ and $W^{\prime}=\cup_{S} W_{S}^{\prime}$, with $W_{S}^{\prime}=N_{2 \delta}(S) \cap V$, so $V=W \cup W^{\prime}$. The Kähler potential over $W$ is of course:

$$
\left.F_{a}\right|_{W}=|z|^{2}+|w|^{2}
$$

We now look for the Kähler potential near a singular surface $S$. Consider a rotation of $V$ in which $S$ corresponds to $w=0$. By Remark 3.22 , on the set $W_{S}^{\prime}=N_{2 \delta}(S) \cap V$ the expression of $\omega_{a}$ is:

$$
\omega_{a}=\frac{\mathrm{i}}{2}(d z \wedge d \bar{z}+d w \wedge d \bar{w})-\frac{1}{4} d J_{V} d H\left(|w|^{2}, a\right)
$$

where $H(x)=\rho_{\delta_{2}}(x) h(x, a)$. In addition, $d J_{\mathcal{V}} d H\left(|w|^{2}, a\right)=d \mathrm{j} d H\left(|w|^{2}, a\right)$ because $J_{\mathcal{V}}+J_{S}=$ $\mathfrak{j}$, and $d H\left(|w|^{2}, a\right) \in \mathcal{V}^{*}$. Moreover, taking into account that $\mathfrak{j}(d \zeta)=\mathrm{i} d \zeta$ and $\mathfrak{j}(d \bar{\zeta})=-\mathrm{i} d \bar{\zeta}$ for a complex variable $\zeta$, we get $\mathfrak{j} \partial=\mathrm{i} \partial$ and $\mathfrak{j} \bar{\partial}=-\mathrm{i} \bar{\partial}$. Hence we obtain:

$$
d \mathrm{j} d=(\partial+\bar{\partial}) \mathfrak{j}(\partial+\bar{\partial})=-2 \mathrm{i} \partial \bar{\partial} .
$$

Thus, $-\frac{1}{4} d J_{V} d H\left(|w|^{2}, a\right)=\frac{i}{2} \partial \bar{\partial} H\left(|w|^{2}, a\right)$ and the Kähler potential is:

$$
\left.F_{a}\right|_{W_{S}^{\prime}}=|z|^{2}+|w|^{2}+H\left(|w|^{2}, a\right) .
$$

Note that if $|w|>2 \delta_{2}$ then $H\left(|w|^{2}, a\right)=0$; thus $\left.F_{a}\right|_{|w|>2 \delta_{2}}=|z|^{2}+|w|^{2}$.
If we consider another singular surface $S^{\prime}$ with $p \in \bar{S}^{\prime}$, we make another rotation in $V$ and repeat the process to construct $F_{a}$ near $S^{\prime}$. Since transition functions are rotations, these functions glue together and give a function $F_{a}$ well-defined on $A$. Note that, as discussed above, the global expression of $F_{a}$ in $A$ depends on both the radius $r^{2}=|z|^{2}+|w|^{2}$ and the distance $d_{S}$ from a surface $S$. That is, we have in global coordinates $(z, w) \in A$ the expression:

$$
F_{a}(z, w)=|z|^{2}+|w|^{2}+\sum_{S} H\left(d_{S}(z, w)^{2}, a\right)
$$

where each $H\left(d_{S}(z, w)^{2}\right)$ extends as 0 outside $N_{2 \delta_{2}}(S)$. Finally, the choice of $0<t_{0}<t_{1}$ with

$$
B_{\varepsilon_{p}}(0) \subset F^{-1}\left(\left[0, t_{0}\right)\right) \subset B_{3 \varepsilon_{p} / 2}(0) \subset F^{-1}\left(\left[0, t_{1}\right)\right) \subset B_{2 \varepsilon_{p}}(0)
$$

can be made for $a$ small enough. Indeed, the function $|z|^{2}+|w|^{2}$ satisfies the above property for $t_{0}=\frac{5}{4} \varepsilon_{p}$ and $t_{1}=\frac{7}{4} \varepsilon_{p}$, and $H_{a}(x)=H(x, a)$ are positive functions that converge uniformly to 0 as $a \rightarrow 0$.

We now prove a technical result that enables us to perform the desired interpolation.
Lemma 3.31. Let $V \subset \mathbb{C}^{n}$ open, and $F: V \rightarrow \mathbb{R}$ a smooth function such that $\frac{\mathfrak{i}}{2} \partial \bar{\partial} F$ is $\mathfrak{j}$ semipositive. Let $h: \mathbb{R} \rightarrow \mathbb{R}$ smooth with $h^{\prime} \geq 0, h^{\prime \prime} \geq 0$. Denote $\omega=\frac{i}{2} \partial \bar{\partial} F, \omega_{h}=\frac{1}{2} \partial \bar{\partial}(h \circ F)$.

Then the form $\omega_{h}$ is $\mathfrak{j}$-semipositive. Moreover, $\omega_{h}$ is $\mathfrak{j}$-positive on the subset of $V$ where $\omega=\frac{i}{2} \partial \bar{\partial} F$ is $\mathfrak{j}$-positive and $h^{\prime}(F)>0$.
Proof. A computation in the complexified tangent bundle $T V \otimes \mathbb{C}$ gives that

$$
\frac{i}{2} \partial \bar{\partial}(h \circ F)=\frac{i}{2} h^{\prime \prime}(F) \partial F \wedge \bar{\partial} F+\frac{i}{2} h^{\prime}(F) \partial \bar{\partial} F .
$$

On the other hand denote

$$
\beta=\partial F \wedge \bar{\partial} F=\sum_{i, j}\left(\partial_{z_{i}} F\right)\left(\partial_{\bar{z}_{j}} F\right) d z_{i} \wedge d \bar{z}_{j} .
$$

Recall that $\beta(v, \mathrm{j} v)=-\frac{\mathrm{i}}{2} \beta(v-\mathrm{ij} v, v+\mathrm{ij} v)$ for every $v \in T V$, with $v-\mathrm{ij} v \in T^{1,0} V$. Take a vector $u=v-\mathrm{ij} v=\sum_{i} a_{i} \partial_{z_{i}} \in T^{1,0} V$ and compute:

$$
\begin{aligned}
\beta(u, \bar{u}) & =\sum_{i, j}(\partial F \wedge \bar{\partial} F)\left(a_{i} \partial_{z_{i}}, \bar{a}_{j} \partial_{\bar{z}_{j}}\right)=\sum_{i, j} a_{i} \bar{a}_{j}\left(\partial_{z_{i}} F\right)\left(\partial_{\bar{z}_{j}} F\right) \\
& =\sum_{i, j}\left(a_{i} \partial_{z_{i}} F\right)\left(\bar{a}_{j} \partial_{\bar{z}_{j}} F\right)=\left|\sum_{i} a_{i} \partial_{z_{i}} F\right|^{2}=|\partial F(u)|^{2} .
\end{aligned}
$$

Here we have taken into account that $\partial_{\bar{z}_{j}} F=\overline{\partial_{z_{j}} F}$ because $F$ is real. This shows that $\frac{1}{2} \beta(v, \mathfrak{j} v)=\frac{1}{4} \beta(u, \bar{u})=\frac{1}{4}|\partial F(u)|^{2}$ for $v \in T V$. Finally, since $\omega_{h}=\frac{i}{2} h^{\prime \prime}(F) \beta+h^{\prime}(F) \omega$, the result is clear.

Consider the Kähler potential for $\omega_{a}$ in the chart $U_{A}$, given by $F_{a}: U_{A} \rightarrow[0, \infty)$. As shown in Proposition 3.30, we can take numbers $t_{1}>t_{0}>0$ so that

$$
B_{\varepsilon_{p}}(0) \subset F_{a}^{-1}\left(\left[0, t_{0}\right)\right) \subset B_{3 \varepsilon_{p} / 2}(0) \subset F_{a}^{-1}\left(\left[0, t_{1}\right)\right) \subset B_{2 \varepsilon_{p}}(0)
$$

Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a function which vanishes for $t \leq t_{0}$, such that $h(t)=t+c$ for $t \geq t_{1}$, and with $h^{\prime}, h^{\prime \prime} \geq 0$. For instance one can take a bump function $\varrho$ with $\varrho^{\prime} \geq 0$ so that $\varrho$ vanishes in $\left(-\infty, t_{0}\right)$ and equals 1 in $\left(t_{1},+\infty\right)$, and then define $h(t)=\int_{-\infty}^{t} \varrho$.

Let us define $\omega_{a}^{*}=\frac{i}{2} \partial \bar{\partial}\left(h \circ F_{a}\right)$. This gives a closed 2-form in $U_{A}=B_{2 \varepsilon_{p}}(0)-B_{\varepsilon_{p}}(0)$ which is $\mathfrak{j}$-semipositive by Lemma 3.31 above; moreover it extends to $B_{\varepsilon_{p}}(0)$ as zero. The global formula on $U_{A}$ for the Kahler potential $F_{a}$ shows that $F_{a}$ is invariant by the isotropy group $\Gamma_{p}$, therefore $h \circ F_{a}$ is also $\Gamma_{p}$-invariant. On the other hand, as $\Gamma_{p}$ acts by holomorphic maps, we have that $\bar{\partial} \gamma^{*}=\gamma^{*} \bar{\partial}$ and $\partial \gamma^{*}=\gamma^{*} \partial$ as operators acting on forms, for any $\gamma \in \Gamma_{p}$.

It follows that $\omega_{a}^{*}=\partial \bar{\partial}\left(h \circ F_{a}\right)$ is $\Gamma_{p}$-invariant in $U_{p}$. Since $\omega_{a}^{*}$ equals $\omega_{a}$ outside $B_{2 \varepsilon_{p}}(0)$, we see that $\omega_{a}^{*}$ is a global orbifold 2-form defined on $X$. We summarize the above discussion in the following:

Corollary 3.32. There exists a closed orbifold 2 -form $\omega_{a}^{*}$ in $X$ satisfying:

- It vanishes on $B_{\varepsilon_{p}}(p)$.
- It is $\mathfrak{j}$-positive on $B_{2 \varepsilon_{p}}(p)-\left(B_{\varepsilon_{p}}(p) \cup \Sigma^{*}\right)$. In fact, $\omega_{a}^{*}=\partial \bar{\partial}\left(h \circ F_{a}\right)$ there.
- It coincides with $\omega_{a}$ outside $B_{2 \varepsilon_{p}}(p)$.


## Desingularisation

As explained before, we now define a smooth atlas $\hat{\mathcal{A}}$ on $X-\Sigma^{1}$ that makes the map Id: ( $X-$ $\left.\Sigma^{1}, \mathcal{A}\right) \rightarrow\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)$ differentiable; we also prove that $\widehat{\omega}_{a}^{*}=\operatorname{Id}_{*}\left(\omega_{a}^{*}\right)$ is the desired 2-form. In order to make the presentation clearer, we first check in Proposition 3.33 that $\widehat{\omega}_{a}=\operatorname{Id}_{*}\left(\omega_{a}\right)$ endows $\left(X-\cup_{p \in \Sigma^{1}} B_{\varepsilon_{p}}(p), \widehat{\mathcal{A}}\right)$ with the structure of a symplectic manifold. For simplicity let us denote $B\left(\Sigma^{1}\right)=\cup_{p \in \Sigma^{1}} B_{\varepsilon_{p}}(p)$.

Proposition 3.33. Notations and hipotheses as above. The following holds:

1. There is a manifold atlas $\widehat{\mathcal{A}}=\left\{\left(\widehat{U}_{\alpha}, \widehat{V}_{\alpha}, \widehat{\phi}_{\alpha}, \widehat{\Gamma}_{\alpha}\right)\right\}$ on $X-B\left(\Sigma^{1}\right)$ (i.e. an orbifold atlas with isotropy $\left.\widehat{\Gamma}_{\alpha}=\{1\}\right)$ such that the identity

$$
\mathrm{Id}:\left(X-\Sigma^{1}, \mathcal{A}\right) \rightarrow\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)
$$

is a smooth orbifold map, and it is a diffeomorphism away from $\Sigma^{*}$.
2. The push-forward $\widehat{\omega}_{a}=(\mathrm{Id})_{*}\left(\omega_{a}\right)$ is smooth on $\left(X-B\left(\Sigma^{1}\right), \widehat{\mathcal{A}}\right)$, and is a symplectic form for $a<a_{2}$. In addition, on $\left(\cup_{p \in \Sigma^{1}}\left(B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p)\right), \widehat{\mathcal{A}}\right)$ we have that $\widehat{\omega}_{a}$ is tamed by $\mathfrak{j}$.
Proof. We shall modify some orbifold charts of $\mathcal{A}$ to obtain $\widehat{\mathcal{A}}$. First, if $x \notin \Sigma^{*}$ we consider an orbifold chart $\left(U_{x}, V_{x}, \phi_{x},\{1\}\right) \in \mathcal{A}$ around $x$ with $V_{x} \cap \Sigma^{*}=\emptyset$ and we take this as a chart of $x$ in $\widehat{\mathcal{A}}$. Now, given a singular surface $S$ with isotropy isomorphic to $\mathbb{Z}_{m}$, we consider the cover of $D_{\varepsilon_{0}}(\bar{S})$ as in Lemma 3.21. Take $\left(U_{\alpha}, V_{\alpha}, \Gamma_{\alpha}, \phi_{\alpha}\right)$ in this cover with $U_{\alpha}=S_{\alpha} \times D_{\varepsilon_{0}}$ and $p \notin V_{\alpha}$. We define $\widehat{U}_{\alpha}=S_{\alpha} \times D_{\left(\varepsilon_{0}\right)^{m}}, \widehat{V}_{\alpha}=V_{\alpha}$, and $\widehat{\phi}_{\alpha}\left(z^{\prime}, w^{\prime}\right)=\phi_{\alpha}\left(z^{\prime}, w^{\prime \frac{1}{m}}\right)$. Despite
the fact that $w^{\prime \frac{1}{m}}$ is not well-defined on $\mathbb{C}$, the composition $\phi_{\alpha} \circ\left(z^{\prime}, w^{\prime \frac{1}{m}}\right)$ is because $\phi_{\alpha}$ is a $\Gamma_{\alpha}$-invariant map. The manifold coordinates $\left(z^{\prime}, w^{\prime}\right)$ of $\widehat{\mathcal{A}}$ and the orbifold coordinates $(z, w)$ of $\mathcal{A}$ are related by $w^{\prime}=w^{m}, z^{\prime}=z$. We now check that the change of charts of $\widehat{\mathcal{A}}$ are smooth. Denote

$$
\psi_{\alpha \beta}=\left(\psi_{\alpha \beta}^{1}, \psi_{\alpha \beta}^{2}\right): U_{\alpha} \rightarrow U_{\beta}
$$

the change of charts of the atlas $\mathcal{A}$. Let $V_{\alpha} \subset D_{\varepsilon_{0}}(\bar{S})$ be a chart from $\mathcal{A}$ not containing any $p \in \Sigma^{1}$, and take $\left(\widehat{U}_{\alpha}, \widehat{V}_{\alpha}, \widehat{\phi}_{\alpha}, \widehat{\Gamma}_{\alpha}\right)$ another chart in $\widehat{\mathcal{A}}$. Two cases arise:

1. If $\widehat{V}_{\beta} \subset D_{\varepsilon_{0}}(\bar{S})-\Sigma^{1}$ we have induced transition functions given by

$$
\widehat{\psi}_{\alpha \beta}: \widehat{U}_{\alpha} \rightarrow \widehat{U}_{\beta}, \quad\left(z^{\prime}, w^{\prime}\right) \mapsto\left(\psi_{\alpha \beta}\left(z^{\prime}\right), A_{\alpha \beta}\left(z^{\prime}\right)^{m} w^{\prime}\right)=\psi_{\alpha \beta}\left(z^{\prime}, w^{\prime \frac{1}{m}}\right)
$$

because

$$
\widehat{\phi}_{\beta}\left(\widehat{\psi}_{\alpha \beta}\left(z^{\prime}, w^{\prime}\right)\right)=\widehat{\phi}_{\beta}\left(\psi_{\alpha \beta}\left(z^{\prime}, w^{\prime \frac{1}{m}}\right)\right)=\phi_{\alpha}\left(z^{\prime}, w^{\prime \frac{1}{m}}\right)=\widehat{\phi}_{\alpha}\left(z^{\prime}, w^{\prime}\right)
$$

The map $\widehat{\psi}_{\alpha \beta}$ is a diffeomorphism because $A_{\alpha \beta}(z) \in \mathrm{U}(1)$.
2. If $\widehat{V}_{\beta} \not \subset D_{\varepsilon_{0}}(\bar{S})$ and $\widehat{V}_{\beta} \cap D_{\varepsilon_{0}}(\bar{S}) \neq \emptyset$, then by construction $\widehat{V}_{\beta} \cap \Sigma^{*}=\emptyset$. The induced change of chart in the atlas $\widehat{\mathcal{A}}$ is

$$
\widehat{\psi}_{\alpha \beta}\left(z^{\prime}, w^{\prime}\right)=\left(\psi_{\alpha \beta}^{1}\left(z^{\prime}, w^{\prime}\right), \psi_{\alpha \beta}^{2}\left(z^{\prime}, w^{\prime}\right)^{m}\right)
$$

this is a local diffeomorphism since $V_{\beta} \cap \Sigma^{*}=\emptyset$ and therefore $\psi_{\alpha \beta}^{2}(z, w) \neq 0$.
The identity map Id restricted to $D_{\varepsilon_{0}}(\bar{S})$ is covered by the local maps:

$$
\operatorname{Id}_{\alpha}: U_{\alpha} \rightarrow \widehat{U}_{\alpha}, \quad(z, w) \rightarrow\left(z, w^{m}\right)=\left(z^{\prime}, w^{\prime}\right)
$$

which are diffeomorphisms outside $w=0$. Note that the radial function $r^{\prime}=\left|w^{\prime}\right|$ is again well-defined on $\left(D_{\varepsilon_{0}^{m}}(\bar{S}), \widehat{\mathcal{A}}\right)$ and $\mathrm{Id}^{*}\left(r^{\prime}\right)=r^{m}=|w|^{m}$.

We now consider the symplectic form around a singular surface $S$; we follow the notation of Proposition 3.28. First observe that if $\eta_{\alpha}=\pi^{*}\left(\nu_{\alpha}\right)+d \theta$, then (Id) $)^{*}\left(\eta_{\alpha}\right)=\widehat{\pi}^{*}\left(\nu_{\alpha}\right)+m d \theta$, where $\widehat{\pi}: D_{\varepsilon_{0}^{m}}(S) \rightarrow \bar{S}$ is the projection. If we define $\eta^{\prime}=\frac{1}{m} \operatorname{Id}_{*}(\eta)$, then $\eta^{\prime}$ is a connection form on $D_{\varepsilon_{0}^{m}}(\bar{S})$. Again, one can define smooth distributions $H^{\prime}=\operatorname{ker}\left(r^{\prime} d r^{\prime} \wedge \eta^{\prime}\right)$ and $V^{\prime}=$ $\operatorname{ker} d \widehat{\pi}=\operatorname{Id}_{*}(\operatorname{ker} d \widehat{\pi})$, and almost Kähler structures as before: $\left(\widehat{\pi}^{*} \omega_{S}, J_{S}^{\prime}\right),\left(r^{\prime} d r^{\prime} \wedge \eta^{\prime}, J_{V}^{\prime}=\right.$ i). Taking into account that $\mathrm{Id}^{*}\left(r^{\prime}\right)=r^{m}$ and the fact that $\left(\mathrm{Id}_{*}\right) J_{V}=J_{V}^{\prime}$ (since Id is holomorphic), we obtain:

$$
(\mathrm{Id})^{*}\left(\pi^{*} \omega_{S}-\frac{1}{4} d J_{V}^{\prime} d\left(r^{\prime 2}+a^{2}\right)^{\frac{1}{m}}\right)=\omega_{a}, \quad r^{\prime} \leq \delta_{2}^{m}
$$

Therefore $\widehat{\omega}_{a}=\operatorname{Id}_{*}\left(\omega_{a}\right)$ extends smoothly to $\left(X-B_{\varepsilon_{p}}(p), \widehat{\mathcal{A}}\right)$, it is closed, and it is nondegenerate outside of $S$. Moreover, near $S$ it has the form:

$$
\widehat{\omega}_{a}=\pi^{*} \omega_{S}-\frac{1}{4} d J_{V}^{\prime} d\left(r^{\prime 2}+a^{2}\right)^{\frac{1}{m}}
$$

At every point of $S=\left\{r^{\prime}=0\right\}$, taking into account the formula obtained for $d J_{V} d \bar{f}\left(r^{2}\right)$ in Proposition 3.28 , the form $\widehat{\omega}_{a}$ coincides with:

$$
\widehat{\pi}^{*} \omega_{S}+\frac{1}{m a^{1-\frac{1}{m}}} r^{\prime} d r^{\prime} \wedge \eta^{\prime}
$$

which is $J_{V}^{\prime}+J_{H}^{\prime}$-tamed.
Take the set $V_{S}^{*}=\left(B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p)\right) \cap N_{\delta_{2}}(S)$, covered by the chart $U_{S}^{*}=\left(B_{2 \varepsilon_{p}}(0)-\right.$ $\left.B_{\varepsilon_{p}}(0)\right) \cap\left(\mathbb{C} \times D_{\delta_{2}}\right) \in \mathcal{A}$; this has isotropy $\tilde{\Gamma}=\left\{\gamma \in \Gamma_{p}\right.$ s.t. $\left.\gamma(z, 0)=\left(z^{\prime}, 0\right)\right\}$. Consider the induced chart $\widehat{U}_{S}^{*} \in \widehat{\mathcal{A}}$ which has coordinates $\left(z^{\prime}, w^{\prime}\right)$ given by

$$
\operatorname{Id}_{U_{S}^{*}}: U_{S}^{*} \rightarrow \widehat{U}_{S}^{*}, \quad(z, w) \mapsto\left(z, w^{m}\right)=\left(z^{\prime}, w^{\prime}\right) .
$$

Its isotropy is $\tilde{\Gamma} / \mathbb{Z}_{m}$, that acts without fixed points on $U_{S}^{*}$. We claim that $\widehat{\omega}_{a}$ is tamed by the standard complex structure $\mathfrak{j}$ on $\widehat{U}_{S}^{*}$. Moreover, we can push-forward an almost complex structure on $\left(X-\Sigma^{1}, \mathcal{A}\right)$ to $\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)$, and near $\Sigma^{1}$ this push-forward gives the standard almost complex structure. Note that $\omega_{a}$ is $\mathfrak{j}$-tamed in $U_{S}^{*}$ and, outside $S, \widehat{\omega}_{a}$ coincides with $\omega_{a}$ via the local biholomorphism $\operatorname{Id}_{U_{S}^{*}}$. Indeed, we saw that the form $\omega_{a}$ was tamed on $U_{S}^{*}$ by $J_{H}+J_{V}=\mathfrak{j}$; outside $S$ we have

$$
J_{V}^{\prime}+J_{H}^{\prime}=\left(\operatorname{Id}_{U_{S}^{*}}\right)_{*}\left(J_{V}+J_{H}\right)=\left(\operatorname{Id}_{U_{S}^{*}}\right)_{*}(\mathfrak{j})=\mathfrak{j},
$$

the last equality since $\operatorname{Id}_{U_{S}^{*}}$ is holomorphic. Hence $\widehat{\omega}_{a}$ is j-tamed in $\widehat{U}_{S}^{*}-S$, and also in $S \cap \widehat{U}_{S}^{*}$ because it is $J_{V}^{\prime}+J_{H}^{\prime}$-tamed on $S$ and $J_{V}^{\prime}+J_{H}^{\prime}=\mathfrak{j}$ near $p$.

To finish this section we extend the form $\widehat{\omega}_{a}$ by zero as we did with $\omega_{a}$ in Corollary 3.32:
Corollary 3.34. There exists a closed orbifold 2 -form $\widehat{\omega}_{a}^{*}$ in $\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)$ satisfying:

- It vanishes on $B\left(\Sigma^{1}\right)$.
- It is $\mathfrak{j}$-positive on $\cup_{p \in \Sigma^{1}} B_{2 \varepsilon_{p}}(p)-B_{\varepsilon_{p}}(p)$.
- It coincides with $\widehat{\omega}_{a}$ outside $\cup_{p \in \Sigma^{1}} \bar{B}_{2 \varepsilon_{p}}(p)$. In particular it is symplectic there.

Proof. Consider the orbifold symplectic form $\omega_{a}^{*}$ on $(X, \mathcal{A})$ of Corollary 3.32 . We need to check that the form $\operatorname{Id}_{*}\left(\left.\omega_{a}^{*}\right|_{X-\Sigma^{*}}\right)$ extends to a closed 2 -form $\widehat{\omega}_{a}^{*}$ on $\left(X-B\left(\Sigma^{1}\right), \widehat{\mathcal{A}}\right)$; the extension has the required properties. As $\omega_{a}^{*}=\omega_{a}$ outside $B_{2 \varepsilon_{p}}(p)$ and $\operatorname{Id}_{*}\left(\omega_{a}\right)=\widehat{\omega}_{a}$, we only need to check that the push-forward of $\omega_{a}^{*}$ extends on $B_{2 \varepsilon_{p}}(p)$.

Let us consider an isotropy surface $S \subset \Sigma^{*}$ and denote by $\widehat{\phi}: \widehat{U}_{S}^{*} \rightarrow V_{S}^{*}$ the manifold chart in $\widehat{\mathcal{A}}$ that we constructed in the proof of Proposition 3.33 in order to desingularize $V_{S}^{*}=\left(V-B_{\varepsilon_{p}}(p)\right) \cap N_{\delta}(S)$. The restriction of the identity map

$$
\text { Id }:\left(V_{S}^{*}, \mathcal{A}\right) \rightarrow\left(V_{S}^{*}, \widehat{\mathcal{A}}\right)
$$

is holomorphic, and its inverse is holomorphic on $V_{S}^{*}-S$. This leads to the following equality on $V_{S}^{*}-S$ :

$$
\mathrm{Id}_{*}\left(\left.\omega_{a}^{*}\right|_{X-\Sigma^{*}}\right)=\frac{\mathrm{i}}{2} \partial \bar{\partial}\left(h \circ \widehat{F_{a}}\right),
$$

where $h: \mathbb{R} \rightarrow \mathbb{R}$ is the smooth function constructed in Corollary 3.32 and

$$
\widehat{F}_{a}(z, w)=|z|^{2}+|w|^{\frac{2}{m}}+\rho_{\delta_{2}}\left(|w|^{\frac{2}{m}}\right)\left(\left(|w|^{2}+a\right)^{\frac{1}{m}}-|w|^{\frac{2}{m}}\right) .
$$

The function $\widehat{F}_{a}$ has a smooth extension defined on $V_{S}^{*}$ because near $w=0$ the expression of $\widehat{F}_{a}$ is $\widehat{F}_{a}(z, w)=|z|^{2}+\left(|w|^{\frac{2}{m}}+a\right)^{\frac{1}{m}}$. Thus, we can extend $\operatorname{Id}_{*}\left(\omega_{a}^{*}\right)$ over $S$.

### 3.4.3 Symplectic orbifold structure with only isolated singularities.

Now first extend our manifold atlas $\widehat{\mathcal{A}}$ of $X-\Sigma^{1}$ to an orbifold atlas of $X$ with only isolated singularities, and then we extend the symplectic form; ending up with $(X, \widehat{\mathcal{A}}, \widehat{\omega})$ a symplectic orbifold with only isolated singularities.

## Extension of the orbifold structure.

Let $p \in \Sigma^{1}$ and let $\left(U, V, \Gamma, \mathfrak{j}, \omega_{0}\right)$ be a Kähler orbifold chart of $(X, \mathcal{A})$ around $p$. We have $\Gamma^{*} \triangleleft \Gamma<\mathrm{U}(2)$, with $\Gamma^{*}$ the isotropy group of the surfaces $S \subset \Sigma^{*}$ accumulating at $p$ and $\Gamma^{\prime}=\Gamma / \Gamma^{*}$ the quotient, which acts in $U / \Gamma^{*}$. The manifold $(V-\{p\}, \widehat{\mathcal{A}})$ has a complex structure induced from the orbifold chart $(U-\{0\}, \mathfrak{j}) \in \mathcal{A}$, as was shown in Proposition 3.33 . On the other hand, $V \cong U / \Gamma$ has the structure of a complex orbifold induced by $\mathcal{A}$. The identity map Id : $(V-\{p\}, \mathcal{A}) \rightarrow(V-\{p\}, \widehat{\mathcal{A}})$ is holomorphic and a biholomorphism outside of $\Sigma^{*}$. In both cases, the complex structure is the restriction to $U-\{0\}$ of the standard complex structure $\mathfrak{j}$ on $\mathbb{C}^{2}$.

We also have a covering map $(U-\{0\}) / \Gamma^{*} \rightarrow(U-\{0\}) / \Gamma$ because $\Gamma^{\prime}$ acts freely on $(U-\{0\}) / \Gamma^{*}$. This allows us to consider the complex manifold $\left(U-\{0\} / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ and the complex orbifold $\left(U-\{0\} / \Gamma^{*}, \mathcal{A}\right)$; the complex structure is again in both cases induced from $\mathbb{C}^{2}$, and the identity map $\left(U-\{0\} / \Gamma^{*}, \mathcal{A}\right) \rightarrow\left(U-\{0\} / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ is holomorphic and biholomorphic outside $\Sigma^{*}$. The next proposition shows that the orbifold $\left(U-\{0\} / \Gamma^{*}, \mathcal{A}\right)$ can be naturally seen as an open set of $\mathbb{C}^{2}$, allowing us to extend the complex structure ( $U-\{0\} / \Gamma^{*}, \widehat{\mathcal{A}}$ ) at the point 0 .

Proposition 3.35. The complex manifold structure on $\left((U-\{0\}) / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ can be naturally extended to a complex manifold structure on $U / \Gamma^{*}$ so that the group $\Gamma^{\prime}=\Gamma / \Gamma^{*}$ acts by biholomorphisms in the complex manifold $\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$.

In addition, there is an open set $\widehat{U} \subset \mathbb{C}^{2}$ containing 0 , a group $\Gamma^{\prime \prime}$ acting on $\hat{U}$ by biholomorphisms, and a biholomorphic map $G:(\widehat{U}, \mathfrak{j}) \rightarrow\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ such that $G$ is $\left(\Gamma^{\prime \prime}, \Gamma^{\prime}\right)$ equivariant.

Proof. As explained in the proof of Lemma 3.19 there is a homeomorphism,

$$
\begin{equation*}
H: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}, \quad H(z)=\left(f\left(z_{1}, z_{2}\right), g\left(z_{1}, z_{2}\right)\right) . \tag{3.2}
\end{equation*}
$$

where $\{f, g\}$ is a basis of the algebra $\mathbb{C}\left[z_{1}, z_{2}\right]^{\Gamma^{*}}$ of $\Gamma^{*}$-invariant polynomials. This map induces a homeomorphism $\bar{H}: \mathbb{C}^{2} / \Gamma^{*} \rightarrow \mathbb{C}^{2}$ which is holomorphic as an orbifold map and a biholomorphism outside of the singular locus $\Sigma^{*}$; here we have considered $\mathbb{C}^{2} / \Gamma^{*}$ as a complex orbifold, covered by a unique chart $\left(\mathbb{C}^{2}, \Gamma^{*}\right)$. The structure that $(U-\{0\}) / \Gamma^{*}$ inherits when viewed as an open subset of $\mathbb{C}^{2} / \Gamma^{*}$ is precisely the orbifold structure determined by $\mathcal{A}$. Let us call $G^{\prime}=\bar{H}^{-1}$, define $\widehat{U}=H(U) \subset \mathbb{C}^{2}$, so $U / \Gamma^{*} \cong \widehat{U}$ via $\bar{H}$. Let $G=\operatorname{Id} \circ G^{\prime}: \widehat{U} \rightarrow U / \Gamma^{*}$ and consider the restriction

$$
G \mid:(\widehat{U}-\{0\}, \mathfrak{j}) \xrightarrow{G^{\prime}}\left(U-\{0\} / \Gamma^{*}, \mathcal{A}\right) \xrightarrow{\text { Id }}\left((U-\{0\}) / \Gamma^{*}, \widehat{\mathcal{A}}\right),
$$

which is bijective and biholomorphic outside of $\left.G\right|^{-1}\left(\Sigma^{*}\right)$, and can be extended as a homeomorphism from $\widehat{U}$ to $U / \Gamma^{*}$. The inverse $\left.G\right|^{-1}$ is holomorphic outside of $\Sigma^{*}$, being $\Sigma^{*} \cap U$ a union of complex hyperplanes. Also, $\left.G\right|^{-1}$ is a homeomorphism onto the set $\widehat{U}-\{0\} \subset \mathbb{C}^{2}$ which is bounded. By the Riemann extension theorem, $\left.G\right|^{-1}$ is holomorphic. The inverse function theorem ensures that $G \mid$ is a biholomorphism. This shows that the complex manifold structure on $\left((U-\{0\}) / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ can be extended naturally to all $U / \Gamma^{*}$, in such a way that $G:(\widehat{U}, \mathfrak{j}) \rightarrow\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ is a global complex chart, hence a biholomorphism.

We consider $\Gamma^{\prime \prime}=\left\{\gamma^{\prime \prime}=G^{-1} \circ[\gamma] \circ G:[\gamma] \in \Gamma^{\prime}=\Gamma / \Gamma^{*}\right\}$. Observe that, since $\gamma \in U(2)$, the action of $\Gamma^{\prime}$ in $\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ is holomorphic outside the isotropy, i.e. on $\left((U-\Sigma) / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ with $\Sigma=\Sigma^{*} \cup\{0\}$ a complex subvariety. Again by the Riemann extension theorem, the action of $\Gamma^{\prime}$ must be holomorphic on all $\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$. Since $G$ is a biholomorphism, every $\gamma^{\prime \prime} \in \Gamma^{\prime \prime}$ is a biholomorphism of $(\widehat{U}, \mathfrak{j})$. Hence $\Gamma^{\prime \prime}$ acts on $\widehat{U}$ by biholomorphisms.

We call $q: U / \Gamma^{*} \rightarrow\left(U / \Gamma^{*}\right) / \Gamma^{\prime} \cong U / \Gamma$ the quotient map. Consider $Y=\left(U / \Gamma^{*}, \widehat{\mathcal{A}}\right)$ a complex manifold and $\Gamma^{\prime} \cong \Gamma^{\prime \prime}$ equivalent groups acting on $Y$ by biholomorphisms, so the
space $Y / \Gamma^{\prime}$ is a complex orbifold. In addition, $\left(\hat{U}, Y / \Gamma^{\prime}, \phi_{0}, \Gamma^{\prime \prime}\right)$ gives a global orbifold chart of $Y / \Gamma^{\prime}$, with $\phi_{0}=q \circ G: \widehat{U} \rightarrow Y / \Gamma^{\prime}$ the orbifold chart that induces $\bar{\phi}_{0}: \widehat{U} / \Gamma^{\prime \prime} \rightarrow Y / \Gamma^{\prime}$ a homeomorphism.

Finally, using the homeomorphism $h: Y / \Gamma^{\prime} \rightarrow V$ given by $Y / \Gamma^{\prime}=\left(U / \Gamma^{*}\right) / \Gamma^{\prime} \cong U / \Gamma \cong V$ we have ( $\left.\widehat{U}, V, \widehat{\phi}, \Gamma^{\prime \prime}\right)$ with $\widehat{\phi}=h \circ \phi_{0}$; this gives an orbifold chart around the point $p \in X$ which is compatible with the manifold structure $\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)$.
Corollary 3.36. The map $G$ induces an orbifold chart $\left(\hat{U}, V, \widehat{\phi}, \Gamma^{\prime \prime}\right)$ of $V=V^{p}$ which is compatible with the manifold structure $\left(X-\Sigma^{1}, \widehat{\mathcal{A}}\right)$.

## Symplectic form on $(X, \widehat{\mathcal{A}})$

Adding to $\hat{\mathcal{A}}$ the charts defined in Corollary 3.36 we obtain an orbifold atlas $\mathcal{A}^{\prime}$ on $X$ with isolated singularities. We also have a symplectic form $\widehat{\omega}_{a}^{*}$ on $\left(X-B\left(\Sigma^{1}\right), \widehat{\mathcal{A}}\right)$ given by Proposition 3.33. The last step now is extending the symplectic form $\widehat{\omega}_{a}^{*}$ to all the orbifold $\left(X, \mathcal{A}^{\prime}\right)$. The following lemma is useful for our purpose:

Lemma 3.37. Denote $B_{r}=B_{r}(0)$ a ball of radius $r$, and let $U \subset \mathbb{C}^{n}$ be an open set containing $B_{r_{0}}$. Let $\omega_{1}, \omega_{2} \in \Omega^{2}(U)$ be closed 2 -forms so that:

- The form $\omega_{1}$ vanishes on $\bar{B}_{\varepsilon_{1}}$, it is $\mathfrak{j}$-semipositive in $B_{\varepsilon_{2}}-\bar{B}_{\varepsilon_{1}}$, and it is $\mathfrak{j}$-positive in $U-B_{\varepsilon_{2}}$, for some $\varepsilon_{1}<\varepsilon_{2}<r_{0}$.
- The form $\omega_{2}$ is non-degenerate in $U$ and $\mathfrak{j}$-tamed.

Then, for any choice of $\varepsilon_{3}$ with $r_{0}>\varepsilon_{3}>\varepsilon_{2}$ there is a $\mathfrak{j}$-tamed symplectic form $\omega$ in $U$ so that $\left.\omega\right|_{B_{\varepsilon_{1}}}=\delta \omega_{2}$ for some $\delta>0$ small, $\omega=\omega_{1}$ outside $B_{\varepsilon_{3}}$.

Proof. Let $\rho=\rho_{\varepsilon}(r)$ be a radial bump function which equals 1 in $0 \leq r \leq \varepsilon_{2}$ and equals 0 in $r \geq \varepsilon_{3}$. Let $\beta \in \Omega^{1}\left(B_{r_{0}}\right)$ such that $d \beta=\omega_{2}$. Let us define $\omega=\omega_{\delta}=\omega_{1}+\delta d(\rho \beta)$. We have that $\omega=\delta \omega_{2}$ on $r \leq \varepsilon_{1}$, so it is symplectic and $\mathfrak{j}$-tamed there. On $\varepsilon_{1} \leq r \leq \varepsilon_{2}$ we have $\omega=\omega_{1}+\delta \omega_{2}$; as $\omega_{1}$ is $\mathfrak{j}$-semipositive and $\omega_{2}$ is $\mathfrak{j}$-positive in $B_{\varepsilon_{2}}-B_{\varepsilon_{1}}$, we see that $\omega$ is $\mathfrak{j}$-positive in $B_{\varepsilon_{2}}-B_{\varepsilon_{1}}$. Also, $\omega=\omega_{1}$ on $r \geq \varepsilon_{3}$.

Finally, on $\varepsilon_{2} \leq r \leq \varepsilon_{3}$ we have $\omega=\omega_{1}+\delta d \rho \wedge \beta+\delta \rho \omega_{2}$. Since $\omega_{1}$ is $\mathfrak{j}$-positive on the compact annulus $\varepsilon_{2} \leq r \leq \varepsilon_{3}$, there exists a constant $C>0$ with $\omega_{1}(u, \mathrm{j} u) \geq C|u|^{2}$ for all $u \in \mathbb{R}^{2 n}$ and all points in the annulus. Hence

$$
\begin{aligned}
|\omega(u, \mathfrak{j} u)| & =\left|\omega_{1}(u, \mathfrak{j} u)+\delta d \rho \wedge \beta(u, \mathfrak{j} u)+\delta \rho \omega_{2}(u, \mathfrak{j} u)\right| \\
& \geq \omega_{1}(u, \mathfrak{j} u)+\delta \rho \omega_{2}(u, \mathfrak{j} u)-|\delta d \rho \wedge \beta(u, \mathfrak{j} u)| \\
& \geq C|u|^{2}-\delta\|d \rho \wedge \beta\||u|^{2} \\
& =(C-\delta\|d \rho \wedge \beta\|)|u|^{2}
\end{aligned}
$$

so if $\delta<\frac{C}{\|d \rho \wedge \beta\|+1}$ then $\omega$ is $\mathfrak{j}$-tamed and symplectic.
Now recall the closed 2 -form $\widehat{\omega}_{a}^{*}$ of Corollary 3.34 The form $\widehat{\omega}_{a}^{*}$ is defined on $\left(X, \mathcal{A}^{\prime}\right)$, vanishes on $B\left(\Sigma^{1}\right)$, coincides with $\widehat{\omega}_{a}$ outside $B_{2 \varepsilon_{p}}(p)$, and it is $\mathfrak{j}$-positive on $\cup_{p \in \Sigma^{1}}\left(B_{2 \varepsilon_{p}}(p)\right.$ $\left.B_{\varepsilon_{p}}(p)\right)$. By Lemma 3.37 we can glue $\widehat{\omega}_{a}^{*}$ with the standard symplectic form $\omega_{0}$ near $p$ to construct an orbifold symplectic form on $\left(X, \mathcal{A}^{\prime}\right)$ extending $\widehat{\omega}_{a}$.

Corollary 3.38. There exists an orbifold symplectic form $\bar{\omega}_{a}$ on $\left(X, \mathcal{A}^{\prime}\right)$ which coincides with $\widehat{\omega}_{a}$ outside of some neighborhood of $\Sigma^{1}$.

Proof. Consider the orbifold chart $\left(\hat{U}, V, \widehat{\phi}, \Gamma^{\prime \prime}\right)$ around a point $p \in \Sigma^{1}$ of Corollary 3.36. Consider a local representative of $\widehat{\omega}_{a}^{*}$ in the chart $\hat{U}$, denote it $\omega_{1}=\widehat{\omega}_{a}^{*}$. Consider also $\omega_{2}=-\frac{i}{2}(d z \wedge d \bar{z}+d w \wedge d \bar{w})$ the standard symplectic form on $\widehat{U} \subset \mathbb{C}^{2}$. Take balls $B_{\varepsilon_{i}} \subset \hat{U}$ so that

$$
B_{\varepsilon_{1}} \subset \widehat{\phi}^{-1}\left(B_{\varepsilon_{p}}(p)\right) \subset \widehat{\phi}^{-1}\left(B_{2 \varepsilon_{p}}(p)\right) \subset B_{\varepsilon_{2}} \subset B_{\varepsilon_{3}} .
$$

We have that $\omega_{1}$ vanishes on $B_{\varepsilon_{1}}$, it is $\mathfrak{j}$-semipositive on $B_{\varepsilon_{2}}-B_{\varepsilon_{1}}$ and coincides with $\widehat{\omega}_{a}$ outside $B_{\varepsilon_{2}}$, so it is $\mathfrak{j}$-positive there. We are in the hypothesis of Lemma 3.37, and this gives our desired symplectic form $\bar{\omega}_{a}$ in $\widehat{U}$ with $\bar{\omega}_{a}=\widehat{\omega}_{a}$ outside $B_{\varepsilon_{3}}$. The only point is that $\bar{\omega}_{a}$ may not be $\Gamma^{\prime \prime}$-invariant; in case it is not, replace it by its average over $\Gamma^{\prime \prime}$, which is also $j$-tamed because diffeomorphisms on $\Gamma^{\prime \prime}$ are holomorphic. Being $\omega_{1}$ invariant under $\Gamma^{\prime \prime}$, the average coincides with $\widehat{\omega}_{a}$ outside $B_{\varepsilon_{3}}$.

Corollary 3.39. The symplectic orbifold $\left(X, \mathcal{A}^{\prime}, \bar{\omega}_{a}\right)$ has only isolated singularities.

### 3.4.4 Cohomology groups of the resolution

The computation of the cohomology groups of the resolution can be obtained from the results in [28.

Proposition 3.40. Let $\pi:(\widetilde{X}, \widehat{\omega}) \rightarrow(X, \omega)$ be a symplectic resolution of a symplectic orbifold. Define the subset of $\Sigma^{1}$

$$
\Delta=\left\{x \in \Sigma^{1} \text { s.t. } \Gamma_{x} / \Gamma_{x}^{*} \neq\{1\}\right\},
$$

where $\Gamma_{x}^{*}$ is the subgroup of $\Gamma_{x}$ generated by the isotropy surfaces accumulating at $x$. For each $p \in \Delta \cup \Sigma^{0}$, let $E_{p}=\pi^{-1}(p)$ be the exceptional set. For $k>0$ there is a short exact sequence:

$$
0 \rightarrow H^{k}(X) \xrightarrow{\pi^{*}} H^{k}(\tilde{X}) \xrightarrow{i^{*}} \bigoplus_{p \in \Sigma^{0} \cup \Delta} H^{k}\left(E_{p}\right) \rightarrow 0 .
$$

Proof. The symplectic resolution of $(X, \mathcal{A}, \omega)$ is divided into two steps; we first perform a partial resolution $(X, \widehat{\mathcal{A}}, \widehat{\omega}) \rightarrow(X, \mathcal{A}, \omega)$. The underlying topological space of the partial resolution does not change but its singularities are isolated and consists precisely of the points in $\Delta \cup \Sigma^{0}$. After this, we construct a resolution $(\widetilde{X}, \widetilde{\mathcal{A}}, \widetilde{\omega}) \rightarrow(X, \widehat{\mathcal{A}}, \widehat{\omega})$ employing the method described in [28, Theorem 3.3]. The cohomology ring of $\tilde{X}$ was computed in [28, Proposition 3.4] and implies the statement.

### 3.5 Examples

In this section we give some examples of 4 -orbifolds to which the resolution described above can be applied.

## Products of orbifolds

Let $(S, \omega)$ be a compact symplectic 2-dimensional orbifold. Its isotropy set consists of an isolated set of points $\left\{p_{0}, \ldots, p_{n}\right\}$; we denote the isotropy group of $p_{j}$ by $\mathrm{G}_{j}$.

Consider the product orbifold $(S \times S, \omega+\omega)$ and the symplectic involution $R(x, y)=(y, x)$. Let us define the symplectic orbifold $X=(S \times S) / \mathbb{Z}_{2}$, where $\mathbb{Z}_{2}=\{R$, Id $\}$, and denote $q: S \times S \rightarrow X$ the projection to the orbit space. The isotropy set of $X$ is $\Sigma^{*} \cup \Sigma^{1}$, where:

1. $\Sigma^{*}=q\left(\cup_{j=1}^{n}\left(S-\left\{p_{1}, \ldots, p_{n}\right\}\right) \times\left\{p_{j}\right\}\right) \cup q\left(\left\{(x, x), x \in S-\left\{p_{1}, \ldots, p_{n}\right\}\right\}\right)$,
2. $\Sigma^{1}=q\left(\left\{\left(p_{j}, p_{k}\right), \quad 1 \leq j \leq k \leq n\right\}\right)$.

The isotropy group of points on $q\left(\left(S-\left\{p_{1}, \ldots, p_{n}\right\}\right) \times\left\{p_{j}\right\}\right)$ is $\mathrm{G}_{j}$, and for points on $q\left(\left\{(x, x), x \in S-\left\{p_{1}, \ldots, p_{n}\right\}\right\}\right)$ it is $\mathbb{Z}_{2}$. If $j<k$, the isotropy group of $\left(p_{j}, p_{k}\right)$ is $\mathrm{G}_{j k}=$ $\mathrm{G}_{j} \times \mathrm{G}_{k}$. If $j=k$ a presentation of the isotropy group $\mathrm{G}_{j j}$ is $\left\langle\xi, \mathrm{G}_{j} \times \mathrm{G}_{j}\right| \quad \xi^{2}=1, \quad \xi\left(\gamma, \gamma^{\prime}\right)=$ $\left.\left(\gamma^{\prime}, \gamma\right) \xi\right\rangle$. Indeed if $\left(U, V, \phi, \Gamma_{j}\right)$ is an orbifold chart around $p_{j}$ on $S$, then an orbifold chart around $q\left(p_{j}, p_{j}\right)$ on $X$ is:

$$
\left(U \times U, q(V \times V), q \circ(\phi \times \phi), G_{j j}\right)
$$

where the action of $\xi$ is given by $\xi(z, w)=(w, z)$, and the action of $\mathrm{G}_{j} \times \mathrm{G}_{j}$ is $\left(\gamma, \gamma^{\prime}\right)(z, w)=$ $\left(\gamma z, \gamma^{\prime} w\right)$.

Theorem 3.1 allows us to obtain a symplectic resolution of the orbifold $(X, \omega)$; this resolution is homeomorphic to $X$ because one can check that $\mathrm{G}_{j k}^{\prime}=\{1\}$, following the notation of Lemma 3.19.

Now let ( $S^{\prime}, \omega^{\prime}$ ) be a compact 2-dimensional symplectic orbifold (possibly different from $(S, \omega)$ ), with singularities $\left\{p_{0}^{\prime}, \ldots, p_{m}^{\prime}\right\}$ and isotropy groups $\Gamma_{1}^{\prime}, \ldots, \Gamma_{m}^{\prime}$. We can also consider the product orbifold $\left(S \times S^{\prime}, \omega+\omega^{\prime}\right)$. The isotropy set is $\Sigma^{*} \cup \Sigma^{1}$, with $\Sigma^{1}=\left\{\left(p_{j}, p_{k}^{\prime}\right), \quad 1 \leq\right.$ $j \leq n, 1 \leq k \leq m\}$. The isotropy group of $\left(p_{j}, p_{k}\right)$ is $G_{j k}=\Gamma_{j} \times \Gamma_{k}^{\prime}$ and satisfy that $G_{j k}^{\prime}=\{1\}$. The orbifold ( $S \times S^{\prime}, \omega+\omega^{\prime}$ ) satisfies the hypothesis of Theorem 3.1, and its resolution is homeomorphic to $S \times S^{\prime}$. Note that one could also have constructed the resolution as $\left(\widetilde{S} \times \widetilde{S}^{\prime}, \widetilde{\omega}+\widetilde{\omega}^{\prime}\right)$, where $q:(\widetilde{S}, \widetilde{\omega}) \rightarrow(S, \omega)$ and $q:(\widetilde{S}, \widetilde{\omega}) \rightarrow(S, \omega)$ are the symplectic resolutions provided in [28].

## Mapping torus over a surface of genus 2

Consider $\Sigma_{2}$ a genus 2 surface smoothly embedded in $\mathbb{R}^{3}$ with coordinates $(x, y, z) \in \mathbb{R}^{3}$. We require that $\Sigma_{2}$ is symmetric with respect to the planes $\{x=0\},\{y=0\}$ and $\{z=0\}$. Consider the symplectic form in $\Sigma_{2}$ given by $\omega_{\Sigma_{2}}=\left.\iota_{N}\left(\operatorname{vol}_{3}\right)\right|_{\Sigma_{2}}$, being $N$ the outer unit lenght normal to $\Sigma_{2}$, and $\operatorname{vol}_{3}=d x \wedge d y \wedge d z$ the volume form of $\mathbb{R}^{3}$. Consider the maps $\phi(x, y, z)=(-x, y,-z), \gamma(x, y, z)=(-x,-y, z)$; these restrict to symplectomorphisms of $\left(\Sigma_{2}, \omega_{\Sigma_{2}}\right)$ since they preserve $N$ and vol $_{3}$.


Consider $M_{\gamma}\left(\Sigma_{2}\right)$ the mapping torus of $\Sigma_{2}$ by $\gamma$; that is, $M_{\gamma}\left(\Sigma_{2}\right)=\left(\Sigma_{2} \times I\right) / \sim$ where $(p, 1) \sim(\gamma(p),-1)$ and $I=[-1,1]$. In the space $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ we lift the action of $\phi$ as

$$
\phi([p, t], s)=([\phi(p), t], s)
$$

for $[p, t] \in M_{\gamma}\left(\Sigma_{2}\right), s \in S^{1}=[-1,1] / \sim$.
Note that this action is well defined because if we take $(p, 1)$ and $(\gamma(p),-1)$ two representatives of the same class, they get mapped to $(\phi(p), 1)$ and $(\phi(\gamma(p)),-1)=(\gamma(\phi(p)),-1)$, so their images represent the same class also. Take also the map $\xi$ acting on $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ as

$$
\xi([p, t], s)=([p,-t],-s) .
$$

The above action is well-defined because ( $p, 1, s$ ) and $(\gamma(p),-1, s)$ are mapped to $(p,-1,-s)$ and $(\gamma(p), 1,-s)$, and $(\gamma(p), 1) \sim(p,-1)$ since $\gamma^{2}=\mathrm{Id}$. On the other hand let us consider the symplectic form on $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ given in coordinates as

$$
\omega=\omega_{\Sigma_{2}}+d t \wedge d s
$$

Near a point $([p, 1], s)=([\gamma(p),-1], s) \in M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ we consider a chart of the form

$$
\left(U^{p} \times(1-\varepsilon, 1] \times(s-\varepsilon, s+\varepsilon)\right) \cup\left(\gamma\left(U^{p}\right) \times[-1,-1+\varepsilon) \times(s-\varepsilon, s+\varepsilon)\right)
$$

where the above expression for $\omega$ is well-defined, since $\gamma$ is a symplectomorphism of $\Sigma_{2}$.
We can describe $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ in an alternative manner. Consider $Y=\Sigma_{2} \times \mathbb{C}^{2}$ and the isometries of $Y, \tau_{1}(p, w)=(\gamma(p), w+1), \tau_{2}(p, w)=(p, w+i)$. These determine a $\mathbb{Z}^{2}$-Kähler action on $Y$ and $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}=Y / \mathbb{Z}^{2}$, hence $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ is Kähler.

Note that in the symplectic manifold $\left(M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}, \omega\right)$ the group $\Gamma=\langle\phi, \xi\rangle \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ acts by symplectomorphisms. We define a 4 -orbifold $X$ as

$$
X=\frac{M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}}{\langle\phi, \xi\rangle}
$$

so $(X, \omega)$ is a symplectic orbifold.
Let us study the isotropy subset of $X$. We may abuse notation and identify the isotropy points of $X$ with the isotropy points of the action of $\langle\phi, \xi\rangle$ in $M_{\gamma}\left(\Sigma_{2}\right) \times \Sigma^{1}$; the context should clarify each case. The maps $\phi, \gamma, \gamma \circ \phi: \Sigma_{2} \rightarrow \Sigma_{2}$ have the following fixed points

$$
\operatorname{Fix}(\phi)=\{A, B\}, \operatorname{Fix}(\gamma)=\{C, D\}, \operatorname{Fix}(\gamma \circ \phi)=\left\{E, F, G, E^{\prime}, F^{\prime}, G^{\prime}\right\} \subset \Sigma_{2}
$$

with $A=(0,1,0), B=(0,-1,0), C=(0,0,1), D=(0,0,-1)$, and $\operatorname{Fix}(\gamma \circ \phi)$ corresponds to the six points of intersection of $\Sigma_{2}$ with the $x$-axis. Note also that $\gamma(A)=B, \gamma(B)=A$, $\phi(C)=D, \phi(D)=C$, and $\phi\left(E^{\prime}\right)=E, \phi\left(F^{\prime}\right)=F, \phi\left(G^{\prime}\right)=G$.

The isotropy points for the group $\langle\phi, \xi\rangle$ acting on $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ are as follows:

- Isotropy surfaces given by

$$
\begin{aligned}
& S_{\phi}=\left\{([A, t], s) \text { s.t. }(t, s) \in I^{2}\right\} \cup\left\{([B, t], s) \text { s.t. }(t, s) \in I^{2}\right\}, \\
& S_{\xi}^{1}=\left\{([p, 0], 0) \text { s.t. } p \in \Sigma_{2}\right\}, \\
& S_{\xi}^{2}=\left\{([p, 0], 1) \text { s.t. } p \in \Sigma_{2}\right\} .
\end{aligned}
$$

Note that $S_{\phi}$ is a torus, since $(A, 1, s) \sim(B,-1, s)$, and $S_{\xi}^{i}$ are surfaces with genus 2, identified with $\Sigma_{2}$. The generic points of $S_{\phi}$ have isotropy $\langle\phi\rangle \cong \mathbb{Z}_{2}$, and those of $S_{\xi}$ have isotropy $\langle\xi\rangle \cong \mathbb{Z}_{2}$.

- The intersection of $S_{\phi}$ and the $S_{\xi}^{i}$ are the points $A_{0}=([A, 0], 0), B_{0}=([B, 0], 0)$, $A_{1}=([A, 0], 1)$, and $B_{1}=([B, 0], 1) ;$ these are points of isotropy $\langle\phi, \xi\rangle \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$.
- Eight isolated isotropy points. Two of them, $C_{1}=([C, 1], 1)$ and $D_{1}=([D, 1], 1)$, have isotropy $\langle\xi\rangle \cong \mathbb{Z}_{2}$; the rest of them are the points $E_{1}=([E, 1], 1), F_{1}=([F, 1], 1)$, $G_{1}=([G, 1], 1), E_{1}^{\prime}=\left(\left[E^{\prime}, 1\right], 1\right), F_{1}^{\prime}=\left(\left[F^{\prime}, 1\right], 1\right), G_{1}^{\prime}=\left(\left[G^{\prime}, 1\right], 1\right)$, all with isotropy $\langle\phi \circ \xi\rangle \cong \mathbb{Z}_{2}$.

Of the above fixed points in $M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}$ not all of them are different in the quotient $X$ : we have $E_{1} \sim E_{1}^{\prime}, F_{1} \sim F_{1}^{\prime}, G_{1} \sim G_{1}^{\prime}$. Moreover $S_{\xi}^{i}$ becomes a torus $\Sigma_{2} /\langle\phi\rangle$ in $X$, and $S_{\phi}$ becomes a sphere.

Following the previous notation for the isotropy points of an orbifold $X$, the isotropy subset $\Sigma$ of $X$ decomposes as $\Sigma=\Sigma^{*} \cup \Sigma^{1} \cup \Sigma^{0}$, with $\Sigma^{1}=\left\{A_{0}, B_{0}, A_{1}, B_{1}\right\}, \Sigma^{*}=\left(S_{\phi} \cup\right.$ $\left.S_{\xi}^{1} \cup S_{\xi}^{2}\right)-\Sigma^{1}$, and $\Sigma^{0}=\left\{C_{1}, D_{1}, E_{1}, F_{1}, G_{1}\right\}$.

Now we compute the Betti numbers of $X$. For this it is useful to express $X$ in an alternative way. Recall that the quotient $T=\Sigma_{2} /\langle\phi\rangle$ is a torus; its fundamental domain being $D_{T}=\Sigma_{2} \cap\{x \geq 0\} \subset \mathbb{R}^{3}$ with identifications $(0, y, z) \sim(0, y,-z)$. The map $\gamma: \Sigma_{2} \rightarrow \Sigma_{2}$ commutes with $\phi$, so it descends to a homeomorphism of $T$. Consider the mapping torus

$$
M_{\gamma}(T)=(T \times[-1,1]) / \sim
$$

where $([p], 1) \sim([\gamma(p)],-1)$. It is immediate to check that $X=\left(M_{\gamma}(T) \times S^{1}\right) /\langle\xi\rangle$.
The following lemma is necessary for the computation of the fundamental group of $X$.
Lemma 3.41. Let $T$ be a $C W$-complex, and $\gamma: T \rightarrow T$ a homeomorphism which fixes a point $x_{0} \in T$. Let $M_{\gamma}(T)=T \times[0,1] / \sim$ with $(x, 0) \sim(\gamma(x), 1)$. Then $\pi_{1}\left(M_{\gamma}(T)\right) \cong$ $\pi_{1}\left(S^{1}\right) \ltimes_{\gamma_{*}} \pi_{1}(T)$.

Proof. Recall first that the operation in $\pi_{1}\left(S^{1}\right) \ltimes_{\gamma^{*}} \pi_{1}(T)$ is

$$
(n, g) \cdot\left(n^{\prime}, g^{\prime}\right)=\left(n+n^{\prime}, g \cdot \gamma_{*}^{n}\left(g^{\prime}\right)\right),
$$

where $\gamma_{*}: \pi_{1}\left(T, x_{0}\right) \rightarrow \pi_{1}\left(T, x_{0}\right)$ is the induced map.
We have a bundle structure on $M_{\gamma}(T)$ given by $T \xrightarrow{i} M_{\gamma}(T) \xrightarrow{\pi_{*}} S^{1}$, where $i(x)=[x, 0]$ and $\pi([x, t])=t$. This gives a short exact sequence

$$
1 \rightarrow \pi_{1}(T) \xrightarrow{i_{*}} \pi_{1}\left(M_{\gamma}(T)\right) \xrightarrow{\pi_{*}} \pi_{1}\left(S^{1}\right) \rightarrow 1 .
$$

There is a section $s: S^{1} \rightarrow M_{\gamma}(T), t \mapsto\left(x_{0}, t\right)$; it is well-defined because $\gamma\left(x_{0}\right)=x_{0}$. This gives $s_{*}: \pi_{1}\left(S^{1}\right) \rightarrow \pi_{1}\left(M_{\gamma}(T)\right)$ a right inverse for $\pi$, which gives a splitting of the above short exact sequence; then $\pi_{1}\left(M_{\gamma}(T)\right)$ is the semi-direct product of $\pi_{1}(T)$ and $\pi_{1}\left(S^{1}\right)$, where the action of $\pi_{1}\left(S^{1}\right)$ in $\pi_{1}(T)$ is by conjugation.

Let us call $\alpha=s_{*}(1)$, where $1 \in \pi_{1}\left(S^{1}\right)$ is the generator. Note that $\alpha(t)=\left[\left(x_{0}, t\right)\right]$, $t \in[0,1]$. It only remains to see that every $g \in \pi_{1}(T)$ satisfies that $\alpha g \alpha^{-1}=\gamma_{*}(g)$ in $\pi_{1}\left(M_{\gamma}(T)\right)$.

Consider the homotopy $H: S^{1} \times[0,1] \rightarrow M_{\gamma}(T)$ given as

$$
H_{s}(t)= \begin{cases}\left(x_{0}, 3 t s\right), & t \in\left[0, \frac{1}{3}\right], \\ (\gamma(g(3 t-1)), s), & t \in\left[\frac{1}{3}, \frac{2}{3}\right], \\ \left(x_{0}, 3(1-t) s\right), & t \in\left[\frac{2}{3}, 1\right] .\end{cases}
$$

It is immmediate to check that $\left[H_{0}\right]=\gamma_{*}(g)$ and $\left[H_{1}\right]=\alpha g \alpha^{-1}$, proving the lemma.
Now we compute the fundamental group of $M_{\gamma}(T)$, with $T=\Sigma_{2} /\langle\phi\rangle$ as above. Take as base point $[C]=[D] \in T$, which is a fixed point by $\gamma$, and choose generators $a, b$ for $\pi_{1}(T)$ so that a representative for $a=[\alpha]$ in the fundamental domain $D_{T}$ is the circle

$$
\alpha=D_{T} \cap\{z=1\}=\{(2+\cos t, \sin t, 1): 0 \leq t \leq 2 \pi\} .
$$

Similarly, a representative for $b=[\beta]$ is a semicircle

$$
\beta=\{(\cos t, 0, \sin t): \pi / 2 \leq t \leq 3 \pi / 2\}
$$

going from $C$ to $D$ in $D_{T} \cap\{y=0\} ; \beta$ descends to a loop in the quotient $T=D_{T} / \sim$. By Lemma 3.41, the fundamental group of $M_{\gamma}(T)$ is

$$
\pi_{1}\left(M_{\gamma}(T)\right) \cong \pi_{1}\left(S^{1}\right) \ltimes_{\gamma_{*}} \pi_{1}(T) \cong \mathbb{Z} \ltimes_{\gamma_{*}} \mathbb{Z}^{2}
$$

with operation $(n, x) \cdot\left(n^{\prime}, x^{\prime}\right)=\left(n+n^{\prime}, x+\left(\gamma_{*}\right)^{n}\left(x^{\prime}\right)\right)$, being $\gamma_{*}: \pi_{1}(T) \rightarrow \pi_{1}(T)$ the automorphism induced by $\gamma: T \rightarrow T$ in $\pi_{1}(T)=\pi_{1}(T,[C])$.

In order to compute $\gamma_{*}$, we take the representatives in $D_{T}$ of $a$ and $b$ described above and compute their image by $\gamma_{*}$; note that $\gamma$ seen as a map in $\Sigma_{2}$ does not map $D_{T}$ to itself, but $\phi \circ \gamma(x, y, z)=(x,-y,-z)$ does, and both maps induce the same map on the quotient $T=\Sigma_{2} /\langle\phi\rangle$. The loop $a=[(2+\cos t, \sin t, 1)], 0 \leq t \leq 2 \pi$, is mapped to $\phi \circ \gamma(a)=$ $[(2+\cos t,-\sin t,-1)]$, and this is a circle in $D_{T} \cap\{z=-1\}$ homotopic to $a$ but with the opposite orientation as $a$, so $\gamma_{*}(a)=-a$. Similarly, $b=[(\cos t, 0, \sin t)], \pi / 2 \leq t \leq 3 \pi / 2$, is mapped to $\phi \circ \gamma(b)=[(\cos t, 0,-\sin t)]$, again the same circle but with opposite orientation, so $\gamma_{*}(b)=-b$. We conclude that

$$
\gamma_{*}=-\mathrm{Id}: \pi_{1}(T) \rightarrow \pi_{1}(T), x \mapsto-x
$$

It follows that $\pi_{1}\left(M_{\gamma}(T)\right) \cong \mathbb{Z} \ltimes \mathbb{Z}^{2}$ with operation given by

$$
(n, x) \cdot\left(n^{\prime}, x^{\prime}\right)=\left(n+n^{\prime}, x+(-1)^{n} x^{\prime}\right)
$$

We claim that the abelianization of this group is $H_{1}\left(M_{\gamma}(T), \mathbb{Z}\right) \cong \mathbb{Z} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$. Indeed, if we impose the condition that $(1, x) \cdot(0, x)$ and $(0, x) \cdot(1, x)$ coincide we get that $(1,0)$ equals $(1,2 x)$, hence $2 x=0$ for all $x$ in the abelianization. This applies to the generators $a, b$. Once we impose that in the abelianization every $x$ equals $-x$, the operation $\cdot$ becomes commutative, hence the claim.

From this it follows that

$$
\begin{aligned}
\pi_{1}\left(M_{\gamma}(T) \times S^{1}\right) & \cong\left(\mathbb{Z} \ltimes \mathbb{Z}^{2}\right) \times \mathbb{Z} \\
H_{1}\left(M_{\gamma}(T) \times S^{1}, \mathbb{Z}\right) & \cong \mathbb{Z} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z} \cong \mathbb{Z}_{2}^{2} \times \mathbb{Z}^{2}
\end{aligned}
$$

Note that torsion part of the homology comes from the torus $T$ and the free part comes from the two circles associated to the coordinates $(s, t)$. When passing to real coefficients we can consider de Rham cohomology and we get $H^{1}\left(M_{\gamma}(T) \times S^{1}, \mathbb{R}\right)=\langle d t, d s\rangle$. As the action of $\xi$ in $M_{\gamma}(T) \times S^{1}$ sends $d t, d s$ to $-d t,-d s$, it follows that the cohomology of the orbifold $X=\left(M_{\gamma}(T) \times S^{1}\right) /\langle\xi\rangle$ is the $\xi$-invariant part of $\langle d t, d s\rangle$, i.e. $H^{1}(X, \mathbb{R})=0$.

Now let us compute the fundamental group of $X$. Recall that $M_{\gamma}(T) \times S^{1}$ is a torus bundle over a torus, i.e. $T \rightarrow M_{\gamma}(T) \times S^{1} \rightarrow S^{1} \times S^{1}$ where fibers are given by $T=$ $\left\{\left(\left[p, t_{0}\right], s_{0}\right)\right.$ s.t. $\left.p \in T\right\}$ and the bundle map sends $([p, t], s)$ to $(t, s)$. We have a short exact sequence

$$
1 \rightarrow \pi_{1}(T) \xrightarrow{i_{*}} \pi_{1}\left(M_{\gamma}(T) \times S^{1}\right) \xrightarrow{\pi_{*}} \pi_{1}\left(S^{1} \times S^{1}\right) \rightarrow 1
$$

where $i: T \rightarrow M_{\gamma}(T) \times S^{1}, p \mapsto([p, t], s)$ is the inclusion of the fiber $F_{(t, s)} \cong T$, and the bundle map is $\pi: M_{\gamma}(T) \times S^{1} \rightarrow S^{1} \times S^{1},([p, t], s) \mapsto(t, s)$. Consider

$$
q: M_{\gamma}(T) \times S^{1} \rightarrow X=\left(M_{\gamma}(T) \times S^{1}\right) /\langle\xi\rangle
$$

the quotient map. Take as base points $A_{0}$ and $q\left(A_{0}\right)$ respectively. Since $A_{0}$ is fixed by $\xi$, we have $q^{-1}\left(q\left(A_{0}\right)\right)=\left\{A_{0}\right\}$. This gives that $q_{*}: \pi_{1}\left(M_{\gamma}(T) \times S^{1}\right) \rightarrow \pi_{1}(X)$ is an epimorphism by [21, Corollary 6.3].

In $M_{\gamma}(T) \times S^{1}$ there are two fibers invariant by the action of $\xi$ and not formed by fixed points, namely $F_{(1,0)}$ and $F_{(1,1)}$. Let us take as base points $A,([A, 1], 0)$ and $(1,0)$ respectively.

Call $F \cong T$ any of these fibers. Under the quotient map $q, F$ is mapped to $q(F) \cong T /\langle\gamma\rangle$. This is so because

$$
\begin{aligned}
\xi([p, 1], 0)=([p,-1], 0) & =([\gamma(p), 1], 0), \\
\xi([p, 1], 1)=([p,-1],-1) & =([\gamma(p), 1], 1) ;
\end{aligned}
$$

hence $q \circ i(p)=q \circ i(\gamma(p))$ for $p \in T$, being $i: T \rightarrow F \subset M_{\gamma}(T) \times S^{1}$ the inclusion. Recall that $q(F)=F /\langle\gamma\rangle \cong \Sigma_{2} /\langle\phi, \gamma\rangle \cong S^{2}$ is topologically a sphere, so we call $S^{2}=T /\langle\gamma\rangle$. The map $q_{*} \circ i_{*}: \pi_{1}(F) \rightarrow \pi_{1}\left(M_{\gamma}(T) \times S^{1}\right)$ factors through $\pi_{1}\left(S^{2}\right)=\{1\}$, so it is constant. Hence $\operatorname{Im}\left(i_{*}\right)=\operatorname{ker}\left(\pi_{*}\right) \subset \operatorname{ker}\left(q_{*}\right)$, so the map $q_{*}$ induces a map $\bar{q}_{*}: \pi_{1}\left(S^{1} \times S^{1}\right) \rightarrow \pi_{1}(X)$ in the quotient $\pi_{1}\left(M_{\gamma}(T) \times S^{1}\right) / \pi_{1}(F) \cong \pi_{1}\left(S^{1} \times S^{1}\right)$.

Note that $\pi_{1}\left(S^{1} \times S^{1}\right)$ can be seen as a subgroup of $\pi_{1}\left(M_{\gamma}(T) \times S^{1}\right)$ via the section

$$
f: S^{1} \times S^{1} \rightarrow M_{\gamma}(T) \times S^{1},(t, s) \mapsto \begin{cases}([A, 1+2 t], s), & t \in[-1,0], \\ ([B,-1+2 t], s), & t \in[0,1] .\end{cases}
$$

The image of $f$ is precisely the isotropy surface $S_{\phi}$, whose image by $q$ is $q\left(S_{\phi}\right)=S_{\phi} /\langle\xi\rangle \cong$ $S^{2}$, homeomorphic to a sphere. As $\bar{q}_{*}=q_{*} \circ f_{*}$ factors through $\pi_{1}\left(q\left(S_{\phi}\right)\right)=1$, we see that $\bar{q}_{*}=1$, so $q=1$ and $X$ is simply connected.

Now let us compute the second homology of $X$ over $\mathbb{R}$.

## Proposition 3.42.

$$
H^{2}(X, \mathbb{R})=\left\langle\omega_{\Sigma_{2}}, d t \wedge d s\right\rangle
$$

Proof. First of all one can prove that $H^{2}(X, \mathbb{R}) \cong H^{2}\left(M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}, \mathbb{R}\right)^{\langle\phi, \xi\rangle}$ by averaging closed forms. The Künneth formula ensures that

$$
H^{2}\left(M_{\gamma}\left(\Sigma_{2}\right) \times S^{1}, \mathbb{R}\right)=H^{1}\left(M_{\gamma}\left(\Sigma_{2}\right), \mathbb{R}\right) \wedge\langle d s\rangle \oplus H^{2}\left(M_{\gamma}\left(\Sigma_{2}\right), \mathbb{R}\right) .
$$

The first summand is of course equal to $\langle d t \wedge d s\rangle$; to compute the second we take into account [10. Lemma 12]:

$$
\begin{aligned}
H^{2}\left(M_{\gamma}\left(\Sigma_{2}\right)\right)= & \operatorname{ker}\left(\operatorname{Id}-\gamma^{*}: H^{2}\left(\Sigma_{2}, \mathbb{R}\right) \rightarrow H^{2}\left(\Sigma_{2}, \mathbb{R}\right)\right) \\
& \oplus \operatorname{Coker}\left(\operatorname{Id}-\gamma^{*}: H^{1}\left(\Sigma_{2}, \mathbb{R}\right) \rightarrow H^{1}\left(\Sigma_{2}, \mathbb{R}\right)\right) \wedge\langle d t\rangle .
\end{aligned}
$$

On the one hand, $\gamma^{*}=\mathrm{Id}: H^{2}\left(\Sigma_{2}\right) \rightarrow H^{2}\left(\Sigma_{2}\right)$ because $\gamma_{*}\left(\omega_{\Sigma_{2}}\right)=\omega_{\Sigma_{2}}$, as was previously argued. On the other, $\gamma^{*}=-\operatorname{Id}: H^{1}\left(\Sigma_{2}, \mathbb{R}\right) \rightarrow H^{1}\left(\Sigma_{2}, \mathbb{R}\right)$; this can be deduced from the fact that $\gamma_{*}=-$ Id. Thus,

$$
H^{2}\left(M_{\gamma}\left(\Sigma_{2}\right)\right)=\left\langle\omega_{\Sigma_{2}}\right\rangle .
$$

The proof concludes by observing that both $\omega_{\Sigma_{2}}$ and $d t \wedge d s$ are invariant under the action of $\langle\phi, \xi\rangle$.

Proposition 3.43. Let $\pi$ : $\widetilde{X} \rightarrow X$ the symplectic resolution of $X$. Denote $\Sigma^{0}=\left\{p_{1}, \ldots, p_{5}\right\}$; then $E_{j}=\pi^{-1}\left(p_{j}\right)$ is diffeomorphic to $\mathbb{C P}^{1}$. In addition,

1. $\pi_{1}(\widetilde{X})=\{1\}$.
2. $H^{2}(\tilde{X}, \mathbb{R})=\left\langle\pi^{*}\left(\omega_{\Sigma_{2}}\right), \pi^{*}(d t \wedge d s), \omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}, \omega_{5}\right\rangle$, where $\omega_{j}$ is the Thom class of $E_{j}$.

Proof. First observe that $\Delta=\emptyset$, where $\Delta$ is defined as in Proposition 3.40. In addition, if $p \in \Sigma^{0}$ is an isolated singularity then $\Gamma_{p}=\mathbb{Z}_{2}$; the Kähler local model around $p$ is necessarily of the form $\mathbb{C}^{2} / \mathbb{Z}_{2}$, with $\mathbb{Z}_{2}=\langle\mathrm{Id},-\mathrm{Id}\rangle$. The algebraic resolution of this space is $\widetilde{\mathbb{C}}^{2} / \mathbb{Z}_{2}$, where $\widetilde{\mathbb{C}}^{2}$ stands for the blow-up of 0 in $\mathbb{C}^{2}$; that is:

$$
\widetilde{\mathbb{C}}^{2} / \mathbb{Z}_{2}=\left\{(v, l) \in \mathbb{C}^{2} \times \mathbb{C P}^{1} \text { s.t. } v \in l\right\} /(v, l) \sim(-v, l) .
$$

We compute $\pi_{1}(\tilde{X})$ using the Seifert-Van Kampen theorem. Let $B_{j}^{\varepsilon}$ be an $\varepsilon$-ball centered at $p_{j}$ with $\varepsilon$ small enough to ensure that $B_{j}^{\varepsilon}$ are pairwise disjoint. Let $N_{j}$ be a neighbourhood of a path between $p_{j}$ and $p_{j+1}$ that does not intersect $B_{j}^{\varepsilon}$ for $k \neq j, j+1$. Define:

$$
U=\left(\cup_{j=1}^{5} B_{j}^{\varepsilon}\right) \cup\left(\cup_{j=1}^{4} N_{j}\right), \quad V=X-\cup_{j=1}^{5} \bar{B}_{j}^{\frac{\varepsilon}{2}}
$$

The space $U \cap V$ is pathwise connected and has the homotopy type of $\bigvee_{j=1}^{5} S_{j}^{3} / \mathbb{Z}_{2}$, where we denoted a copy of $S^{3}$ as $S_{j}^{3}$. Its fundamental group is the free product of 5 copies of $\mathbb{Z}_{2}$. Being $U$ contractible, it holds that $1=\pi_{1}(X)=\pi_{1}(V) / i_{*}\left(\pi_{1}(U \cap V)\right)$, with $i: U \cap V \rightarrow V$.

In addition define $\widetilde{U}=\pi^{-1}(U), \widetilde{V}=\pi^{-1}(V)$. The space $\widetilde{U}$ has the homotopy type of $\bigvee_{j=1}^{5} \mathbb{C P}_{j}^{1}$; which is simply connected. Thus, $\pi_{1}(\widetilde{X})=\pi_{1}(\widetilde{V}) / j_{*}\left(\pi_{1}(\widetilde{U} \cap \widetilde{V})\right)$, with $j: \widetilde{U} \cap \widetilde{V} \rightarrow$ $\widetilde{V}$. Taking into account that $\pi:(\widetilde{V}, \widetilde{U} \cap \widetilde{V}) \rightarrow(V, U \cap V)$ is a homeomorphism of pairs; this ensures that $\pi_{1}(\tilde{X})=\pi_{1}(X)=\{1\}$.

We finally compute $H^{2}(\widetilde{X}, \mathbb{R})$. By Propositions 3.40 and 3.42 there is a short exact sequence:

$$
0 \rightarrow\left\langle\omega_{\Sigma_{2}}, d t \wedge d s\right\rangle \xrightarrow{\pi^{*}} H^{2}(\widetilde{X}, \mathbb{R}) \xrightarrow{i^{*}} \sum_{j=1}^{5} H^{2}\left(E_{j}, \mathbb{R}\right) \rightarrow 0 .
$$

The restriction of $\omega_{j}$ to $E_{j}$ is a volume form of $E_{j}$ because the bundle $\widetilde{\mathbb{C}}^{2} \rightarrow \mathbb{C P}^{1}$ is non-trivial. This yields a splitting: $i^{*}\left(\omega_{j}\right) \longmapsto \omega_{j}$. This finishes the proof.
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### 4.1 Introduction

A $G_{2}$ structure on a 7 -dimensional manifold $M$ is a reduction of the structure group of its frame bundle to the exceptional Lie group $\mathrm{G}_{2}$. Such a structure determines an orientation, a metric $g$ and a non-degenerate 3 -form $\varphi$; these define a cross product $\times$ on $T M$ by means of the expression

$$
\varphi(X, Y, Z)=g(X \times Y, Z)
$$

The group $\mathrm{G}_{2}$ appears on Berger's list [17] of possible holonomy groups of simply connected, irreducible and non-symmetric Riemannian manifolds. Non-complete metrics with holonomy $\mathrm{G}_{2}$ were given by Bryant in [22] and complete metrics were obtained by Bryant and Salamon in [24]. First compact examples were constructed in 1996 by Joyce in [71] and [72]. More compact manifolds with holonomy $\mathrm{G}_{2}$ were constructed later by Kovalev [77], Kovalev and Lee [78], Corti, Haskins, Nordström and Pacini [36] and recently by Joyce and Karigiannis [75].

The torsion of a $\mathrm{G}_{2}$ structure $(M, \varphi, g)$ is defined as $\nabla \varphi$, the covariant derivative of $\varphi$. Fernández and Gray [48] classified $\mathrm{G}_{2}$ structures into 16 different types according to equations involving the torsion of the structure. In this paper we focus on two of them, namely torsionfree and closed $\mathrm{G}_{2}$ structures. A $\mathrm{G}_{2}$ structure is called torsion-free if the holonomy of $g$ is contained in $\mathrm{G}_{2}$, that is $\nabla \varphi=0$ or equivalently $d \varphi=0$ and $d \star \varphi=0$, where $\star$ denotes the Hodge star. A $\mathrm{G}_{2}$ structure is said to be closed if it satisfies $d \varphi=0$; these are also
named calibrated. Metrics defined by such types of $\mathrm{G}_{2}$ structures have interesting properties; while torsion-free $G_{2}$ manifolds are Ricci-flat, closed $G_{2}$ manifolds have non-positive scalar curvature and both the scalar-flatness and the Einstein condition are equivalent to the fact that the structure is torsion-free (see [23] and [33]).

This paper contributes to understanding topological properties of compact manifolds with a closed $\mathrm{G}_{2}$ structure that cannot be endowed with a torsion-free $\mathrm{G}_{2}$ structure. First examples of these were provided by Fernández in [44] and [45]; the example in [44] is a nilmanifold and the examples in [45] are solvmanifolds. Nilmanifolds and solvmanifolds arise as compact quotients of Lie groups by lattices; these Lie groups are nilpotent in the first case and solvable in the second. In both examples the $\mathrm{G}_{2}$ structure is induced by a closed left-invariant $\mathrm{G}_{2}$ form on the Lie group. The solvmanifolds in [45] have $b_{1}=3$. In [34] the authors classify nilpotent Lie algebras that admit a closed $\mathrm{G}_{2}$ structure; this list provides more examples of compact manifolds with $b_{1} \geq 2$ endowed with a closed $\mathrm{G}_{2}$ structure but not admitting torsion-free $\mathrm{G}_{2}$ structures. In [81] the author develops a method that allows to construct 7-dimensional solvable Lie groups endowed with a closed $\mathrm{G}_{2}$ structure and as an application provided an example with $b_{1}=1$. Recently in [47] the authors construct another example that has $b_{1}=1$. Their starting point is a nilmanifold $M$ with $b_{1}=3$ that admits a closed $\mathrm{G}_{2}$ structure and an involution that preserves it. The quotient $X=M / \mathbb{Z}_{2}$ is an orbifold with $b_{1}=1$ and its isotropy locus consists of 16 disjoint tori. Then they resolve the singularities to obtain a smooth manifold.

Being this the geography of such manifolds, this paper provides an example of a compact manifold carrying a closed $\mathrm{G}_{2}$ structure. Its topological properties are different from those that the already mentioned ones have, as we shall discuss later. Our construction consists of resolving an orbifold; for that purpose we first develop a resolution method that is summarized in the following result:

Theorem 4.1. Let $(M, \varphi, g)$ be a closed $\mathrm{G}_{2}$ structure on a compact manifold. Suppose that $\mathrm{j}: M \rightarrow M$ is an involution such that $\mathrm{j}^{*} \varphi=\varphi$ and consider the orbifold $X=M / \mathrm{j}$. Let $L=\operatorname{Fix}(\mathrm{j})$ be the singular locus of $X$ and suppose that there is a nowhere-vanishing closed 1 -form $\theta \in \Omega^{1}(L)$. Then, there exists a compact $\mathrm{G}_{2}$ manifold endowed with a closed $\mathrm{G}_{2}$ structure $(\widetilde{X}, \widetilde{\varphi}, \widetilde{g})$ and a map $\rho: \widetilde{X} \rightarrow X$ such that:

1. The map $\rho: \widetilde{X}-\rho^{-1}(L) \rightarrow X-L$ is a diffeomorphism.
2. There exists a small neighbourhood $U$ of $L$ such that $\rho^{*}(\varphi)=\widetilde{\varphi}$ on $\tilde{X}-\rho^{-1}(U)$.

The fixed point locus $L$ is an oriented 3 -dimensional manifold (see Lemma 4.10); the existence of a nowhere-vanishing closed $\theta \in \Omega^{1}(L)$ is equivalent to the fact that each connected component of $L$ is a mapping torus of an orientation-preserving diffeomorphism of an oriented surface. In our example, the singular locus is formed by 16 disjoint nilmanifolds whose universal covering is the Heisenberg group.

The resolution method follows the ideas of Joyce and Karigiannis in [75], where they develop a method to resolve $\mathbb{Z}_{2}$ singularities induced by the action of an involution on manifolds endowed with a torsion-free $\mathrm{G}_{2}$ structure in the case that the singular locus $L$ has a nowherevanishing harmonic 1 -form. The local model of the singularity being $\mathbb{R}^{3} \times\left(\mathbb{C}^{2} /\{ \pm 1\}\right)$, the resolution is constructed by replacing a tubular neighbourhood of the singular locus with a bundle over $L$ with fibre the Eguchi-Hanson space. Then they construct a 1-parameter family of closed $\mathrm{G}_{2}$ structures on the resolution; these have small torsion when the value of the parameter is small. Then they apply a theorem of Joyce [74, Th. 11.6.1] which states that if one can find a closed $\mathrm{G}_{2}$ structure $\varphi$ on a compact 7 -manifold $M$ whose torsion is sufficiently small in a certain sense, then there exists a torsion-free $\mathrm{G}_{2}$ structure which is close to $\varphi$ and
it determines the same de Rham cohomology class. This method provides a torsion-free $\mathrm{G}_{2}$ structure on the resolution; if its fundamental group is finite then its holonomy is $G_{2}$.

The main difficulty of their construction relies on the fact that two of the three pieces that they glue, namely an annulus around the singular set of the orbifold and a germ of resolution, do not come naturally equipped with torsion-free $\mathrm{G}_{2}$ structures. However, there is a canonical way to define a $G_{2}$ structure on them and to obtain a closed $G_{2}$ structure by making a small perturbation. The torsion of the structure is too large so that they need to make additional corrections. We shall follow the same ideas to perform the resolution; the method is simplified because we avoid these technical difficulties.

In this paper we are interested in the interplay between closed $\mathrm{G}_{2}$ manifolds with small first Betti number and the condition of being formal. Formal manifolds are those whose rational cohomology algebra is described by its rational model. This is a notion of rational homotopy theory and has been successfully applied in some geometric situations. The Thurston-Weinstein problem is a remarkable example in the context of symplectic geometry; this consists in constructing symplectic manifolds with no Kähler structure. Deligne, Griffiths, Morgan and Sullivan proved in [40] that compact Kähler manifolds are formal; thus, non-formal symplectic manifolds are solutions of this problem. Formality is less understood in the case of exceptional holonomy; in particular, the problem of deciding whether or not manifolds with holonomy $\mathrm{G}_{2}$ and $\operatorname{Spin}(7)$ are formal is still open. There are some partial results for holonomy $\mathrm{G}_{2}$ manifolds; in [38] authors proved that compact non-formal manifolds with holonomy $\mathrm{G}_{2}$ must have second Betti number $b_{2} \geq 4$. In addition, in [29] authors proved that compact manifolds with holonomy $\mathrm{G}_{2}$ are almost formal; this condition implies that triple Massey products $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ are trivial except perhaps for the case that the degree of $\xi_{1}, \xi_{2}$ and $\xi_{3}$ is 2 . Non-trivial Massey products are obstructions to formality but there are examples of non-formal compact 7 -manifolds that only have trivial triple Massey products (see [38]). However, the presence of a geometric structure makes the situation different; for instance in [95] the authors prove that simply-connected 7-dimensional Sasakian manifolds are formal if and only if its triple Massey products are trivial.

Formal examples of closed $\mathrm{G}_{2}$ manifolds that do not admit any torsion-free $\mathrm{G}_{2}$ structure are the solvmanifolds provided in [45] and [81], and the compact manifold with $b_{1}=1$ provided in [47]. Non-formal examples are the nilmanifolds obtained in [34]; these have $b_{1} \geq 2$. In this paper we prove:

Theorem 4.2. There exists a compact non-formal closed $\mathrm{G}_{2}$ manifold with $b_{1}=1$ that cannot be endowed with a torsion-free $\mathrm{G}_{2}$ structure.

The manifold $\tilde{X}$ that we construct is the resolution of a closed $\mathrm{G}_{2}$ orbifold $X$, obtained as the quotient of a nilmanifold $M$ by the action of the group $\mathbb{Z}_{2}$. The orbifold has $b_{1}=1$ and a non-trivial Massey product coming from $M$. The resolution process does not change the first Betti number; in addition the non-trivial Massey product on $X$ lifts to a non-trivial Massey product on $\widetilde{X}$.

This paper is organized as follows. In section 4.2 we review some necessary preliminaries on orbifolds, $\mathrm{G}_{2}$ structures and formality. Section 4.3 is devoted to prove Theorem 4.1, and in section 4.4 we characterise the cohomology ring of the resolution. With these tools at hand we finally construct in section 4.5 the non-formal compact closed $\mathrm{G}_{2}$ manifold with $b_{1}=1$.
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### 4.2 Preliminaries

### 4.2.1 Orbifolds

We first introduce some aspects about orbifolds, which can be found in [28] and [93].
Definition 4.3. An $n$-dimensional orbifold is a Hausdorff and second countable space $X$ endowed with an atlas $\left\{\left(U_{\alpha}, V_{\alpha}, \psi_{\alpha}, \Gamma_{\alpha}\right)\right\}$, where $\left\{V_{\alpha}\right\}$ is an open cover of $X, U_{\alpha} \subset \mathbb{R}^{n}$, $\Gamma_{\alpha}<\operatorname{Diff}\left(U_{\alpha}\right)$ is a finite group acting by diffeomorphisms, and $\psi_{\alpha}: U_{\alpha} \rightarrow V_{\alpha} \subset X$ is a $\Gamma_{\alpha}$-invariant map which induces a homeomorphism $U_{\alpha} / \Gamma_{\alpha} \cong V_{\alpha}$.

There is a condition of compatibility of charts for intersections. For each point $x \in V_{\alpha} \cap V_{\beta}$ there is some $V_{\delta} \subset V_{\alpha} \cap V_{\beta}$ with $x \in V_{\delta}$ so that there are group monomorphisms $\rho_{\delta \alpha}: \Gamma_{\delta} \hookrightarrow \Gamma_{\alpha}$, $\rho_{\delta \beta}: \Gamma_{\delta} \hookrightarrow \Gamma_{\beta}$, and open differentiable embeddings $\imath_{\delta \alpha}: U_{\delta} \rightarrow U_{\alpha}, \imath_{\delta \beta}: U_{\delta} \rightarrow U_{\beta}$, which satisfy $\imath_{\delta \alpha}(\gamma(x))=\rho_{\delta \alpha}(\gamma)\left(\imath_{\delta \alpha}(x)\right)$ and $\imath_{\delta \beta}(\gamma(x))=\rho_{\delta \beta}(\gamma)\left(\imath_{\delta \beta}(x)\right)$, for all $\gamma \in \Gamma_{\delta}$.

We can refine the atlas of an orbifold $X$ in order to obtain better properties; given a point $x \in X$, there is a chart $(U, V, \psi, \Gamma)$ with $U \subset \mathbb{R}^{n}, U / \Gamma \cong V$, so that the preimage
${ }^{-1}(\{x\})=\{u\}$, and satisfies $\gamma(u)=u$ for all $\gamma \in \Gamma$. We call $\Gamma$ the isotropy group at $x$, and we denote it by $\Gamma_{x}$. This group is well defined up to conjugation by a diffeomorphism of a small open set of $\mathbb{R}^{n}$. The singular locus of $X$ is the set $S=\left\{x \in X\right.$ s.t. $\left.\Gamma_{x} \neq\{1\}\right\}$, and of course, $X-S$ is a smooth manifold.

We now describe the de Rham complex of an $n$-dimensional orbifold $X$. First of all, a $k$-form $\eta$ on $X$ consists of a collection of differential $k$-forms $\left\{\eta_{\alpha}\right\}$ such that:

1. $\eta_{\alpha} \in \Omega^{k}\left(U_{\alpha}\right)$ is $\Gamma_{\alpha}$-invariant,
2. If $V_{\delta} \subset V_{\alpha}$ and $\imath_{\delta \alpha}: U_{\delta} \rightarrow U_{\alpha}$ is the associated embedding, then $\imath_{\delta \alpha}^{*}\left(\eta_{\alpha}\right)=\eta_{\delta}$.

The space of orbifold $k$-forms on $X$ is denoted by $\Omega^{k}(X)$. In addition, it is obvious that the wedge product of orbifold forms and the exterior differential $d$ on $X$ are well defined. Therefore $\left(\Omega^{*}(X), d\right)$ is a differential graded algebra that we call the de Rham complex of $X$. Its cohomology coincides with the cohomology of the space $X$ with real coefficients, $H^{*}(X)$ (see [28, Proposition 2.13]).

In this paper the orbifold involved is the orbit space of a smooth manifold $M$ under the action of $\mathbb{Z}_{2}=\{I d, j\}$, where j is an involution. The singular locus of $X=M / \mathbb{Z}_{2}$ is $\operatorname{Fix}(\mathrm{j})$. In addition, let us denote by $\Omega^{k}(M)^{\mathbb{Z}_{2}}$ the space of $\mathbb{Z}_{2}$-invariant $k$-forms. Then

$$
\Omega^{k}(X)=\Omega^{k}(M)^{\mathbb{Z}_{2}}
$$

and both the wedge product and exterior derivative preserve the $\mathbb{Z}_{2}$-invariance. An averaging argument ensures that $H^{k}(X)=H^{k}(M)^{\mathbb{Z}_{2}}$.

### 4.2.2 $\mathrm{G}_{2}$ structures

We now focus on $G_{2}$ structures on manifolds and orbifolds. Basic references are [23], [48], [61, 74] and [105].

Let us identify $\mathbb{R}^{7}$ with the imaginary part of the octonions $\mathbb{O}$. The multiplicative structure on $\mathbb{O}$ endows $\mathbb{R}^{7}$ with a cross product $\times$, which defines a 3 -form $\varphi_{0}(u, v, w)=\langle u \times v, w\rangle$, where $\langle\cdot, \cdot\rangle$ denotes the scalar product on $\mathbb{R}^{7}$. In coordinates,

$$
\begin{equation*}
\varphi_{0}=v^{127}+v^{347}+v^{567}+v^{135}-v^{236}-v^{146}-v^{245} \tag{4.1}
\end{equation*}
$$

where $\left(v^{1}, \ldots, v^{7}\right)$ is the standard basis of $\left(\mathbb{R}^{7}\right)^{*}$ and $v^{i j k}$ stands for $v^{i} \wedge v^{j} \wedge v^{k}$. The stabilizer of $\varphi_{0}$ under the action of $\operatorname{Gl}(7, \mathbb{R})$ on $\Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}$ is the group $\mathrm{G}_{2}$, a simply connected 14-dimensional Lie group which is contained in $\mathrm{SO}(7)$.

Definition 4.4. Let $V$ be a real vector space of dimension 7. A 3 -form $\varphi \in \Lambda^{3} V^{*}$ is a $\mathrm{G}_{2}$ form on $V$ if there is a linear isomorphism $u: V \rightarrow \mathbb{R}^{7}$ such that $u^{*}\left(\varphi_{0}\right)=\varphi$, where $\varphi_{0}$ is given by equation 4.1).

A $\mathrm{G}_{2}$ structure $\varphi$ determines an orientation because $\mathrm{G}_{2} \subset \mathrm{SO}(7)$; the choice of a volume form vol on $V$ compatible with the orientation determines a unique metric $g_{\mathrm{vol}}$ with associated unit-length volume form vol by the formula:

$$
i(x) \varphi \wedge i(y) \varphi \wedge \varphi=6 g_{\mathrm{vol}}(x, y) \mathrm{vol}
$$

which ensures that the metric $u^{*}\left(g_{0}\right)$ is determined by the volume form $u^{*}\left(\operatorname{vol}_{\mathbb{R}^{7}}\right)$. Note that the metric $u^{*}\left(g_{0}\right)$ does not depend on the isomorphism $u$ with $u^{*}\left(\varphi_{0}\right)=\varphi$. We say that $g=u^{*}\left(g_{0}\right)$ is the metric associated to $\varphi$. Of course, a $\mathrm{G}_{2}$ form $\varphi$ induces a cross product $\times$ on $V$ by the formula $\varphi(u, v, w)=g(u \times v, w)$.

The orbit of $\varphi_{0}$ under the action of $\operatorname{Gl}(7, \mathbb{R})$ is an open set of $\Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}$, thus the space of $\mathrm{G}_{2}$ forms on $\mathbb{R}^{7}$ is an open set.

Definition 4.5. Let $M$ be a 7 -dimensional manifold. $\mathrm{A}_{2}$ form on $M$ is a 3 -form $\varphi \in \Omega^{3}(M)$ such that for every $p \in M$ the 3 -form $\varphi_{p}$ is a $\mathrm{G}_{2}$ form.

Let $X$ be a 7 -dimensional orbifold with atlas $\left\{\left(U_{\alpha}, V_{\alpha}, \psi_{\alpha}, \Gamma_{\alpha}\right)\right\}$. A $\mathrm{G}_{2}$ form on $X$ is a differential 3 -form $\varphi \in \Omega^{3}(X)$ such that $\varphi_{\alpha}$ is a $\mathrm{G}_{2}$ form on $U_{\alpha}$.

Let $\varphi$ be a $\mathrm{G}_{2}$ form on a manifold $M$ or an orbifold $X$. In both cases, $\varphi$ determines a metric $g$ and a cross product $\times$. In this case we say that $(M, \varphi, g)$ or $(X, \varphi, g)$ is a $\mathrm{G}_{2}$ structure. In addition, $\mathrm{G}_{2}$ manifolds are of course oriented. We state a well-known fact about $\mathrm{G}_{2}$ structures (see for instance [74, Chapter 10, Section 3]).
Lemma 4.6. There exists a universal constant $m$ such that if $(M, \varphi, g)$ is a $\mathrm{G}_{2}$ structure and $\|\phi-\varphi\|_{C^{0}, g}<m$ then $\phi$ is a $\mathrm{G}_{2}$ form.
Proof. Let $\left(\mathbb{R}^{7}, \varphi_{0}, g_{0}\right)$ be the standard $\mathrm{G}_{2}$ structure. Being the space of $\mathrm{G}_{2}$ forms on $\mathbb{R}^{7}$ open in $\Lambda^{3}\left(\mathbb{R}^{7}\right)^{*}$, there exists a constant $m>0$ such that if a 3 -form $\phi_{0}$ satisfies that $\left\|\phi_{0}-\varphi_{0}\right\|_{g_{0}}<m$, then $\phi_{0}$ is a $\mathrm{G}_{2}$ form. We now check that $m$ is the claimed universal constant. Let $(M, \varphi, g)$ be a $\mathrm{G}_{2}$ manifold; let $\phi$ such that $\left\|\phi_{p}-\varphi_{p}\right\|_{g_{p}}<m$ for every $p \in M$. In order to check that $\phi_{p}$ is a $\mathrm{G}_{2}$ form, let $A:\left(T_{p} M, \varphi_{p}, g_{p}\right) \rightarrow\left(\mathbb{R}^{7}, \varphi_{0}, g_{0}\right)$ be an isomorphism of $\mathrm{G}_{2}$ vector spaces, then:

$$
\left\|A^{t} \phi_{p}-\varphi_{0}\right\|_{g_{0}}=\left\|\phi_{p}-\varphi_{p}\right\|_{g_{p}}<m
$$

and therefore $A^{t} \phi_{p}$ is a $\mathrm{G}_{2}$ form. Since $A$ is an isomorphism, $\phi_{p}$ is also a $\mathrm{G}_{2}$ form.
In [48] Fernández and Gray classified $\mathrm{G}_{2}$ structures $(M, \varphi, g)$ into 16 types according to $\nabla \varphi$, where $\nabla$ denotes the Levi-Civita connection associated to $g$. The motivation for such classification is the holonomy principle, stating that the holonomy of $g$ is contained in $\mathrm{G}_{2}$ if and only if $\nabla \varphi=0$. In [48] they also prove that $\nabla \varphi=0$ if and only if $d \varphi=0$ and $d(\star \varphi)=0$, where $\star$ denotes the Hodge star. In this paper we are interested in closed and torsion-free $\mathrm{G}_{2}$ structures on manifolds and orbifolds:

Definition 4.7. Let $(M, \varphi, g)$ or $(X, \varphi, g)$ a $\mathrm{G}_{2}$ structure on a manifold or an orbifold. We say the $\mathrm{G}_{2}$ structure is closed if $d \varphi=0$. If in addition $d(\star \varphi)=0$ we say that the $\mathrm{G}_{2}$ structure is torsion-free.

Definition 4.8. Let $(X, \varphi)$ be a closed $\mathrm{G}_{2}$ structure on a 7 -dimensional orbifold. A closed $\mathrm{G}_{2}$ resolution of $(X, \varphi)$ consists of a smooth manifold endowed with a closed $\mathrm{G}_{2}$ structure $(\widetilde{X}, \phi)$ and a map $\rho: \widetilde{X} \rightarrow X$ such that:

1. Let $S \subset X$ be the singular locus and $E=\rho^{-1}(S)$. Then, $\left.\rho\right|_{\widetilde{X}-E}: \widetilde{X}-E \rightarrow X-S$ is a diffeomorphism,
2. Outside a neighbourhood of $E, \rho^{*}(\varphi)=\phi$.

The subset $E$ is called the exceptional locus.

## $\mathrm{G}_{2}$ involutions

Definition 4.9. Let $(M, \varphi)$ be a $\mathrm{G}_{2}$ manifold, we say that $\mathrm{j}: M \rightarrow M$ is a $\mathrm{G}_{2}$ involution if $\mathrm{j}^{*}(\varphi)=\varphi, \mathrm{j}^{2}=\mathrm{Id}$, and $\mathrm{j} \neq \mathrm{Id}$.

In this paper we shall focus on orbifolds that are obtained as a quotient of a closed $\mathrm{G}_{2}$ manifold $(M, \varphi)$ by the action of a $\mathrm{G}_{2}$ involution j ; that is $X=M / \mathrm{j}$. The next result states that the fixed locus $L$ of j is a 3 -dimensional submanifold.

Lemma 4.10. The submanifold $L$ is 3 -dimensional and oriented by $\left.\varphi\right|_{L}$. In addition, $\left.\varphi\right|_{L}$ is the oriented unit-length volume form determined by the metric $\left.g\right|_{L}$.

Proof. The result is deduced from the fact that if $\left(\mathbb{R}^{7}, \varphi_{0},\langle\cdot, \cdot\rangle\right)$ is the standard $\mathrm{G}_{2}$ structure on $\mathbb{R}^{7}$ and if $\mathfrak{j} \in \mathrm{G}_{2}$ is an involution, $\mathfrak{j} \neq \mathrm{Id}$, then $\mathfrak{j}$ is diagonalizable with eigenvalues $\pm 1$ and $\operatorname{dim}\left(V_{1}\right)=3, \operatorname{dim}\left(V_{-1}\right)=4$, where $V_{ \pm 1}$ denotes the eigenspace associated to the eigenvalue $\pm 1$. In addition, $\varphi_{0}\left(v_{1}, v_{2}, v_{3}\right)= \pm 1$ if $\left(v_{1}, v_{2}, v_{3}\right)$ is an orthogonal basis of $V_{1}$.

We now prove this statement; first $\mathfrak{j}$ is diagonalizable with eigenvalues $\pm 1$ because $\mathfrak{j}^{2}=I d$, $\mathfrak{j} \neq \mathrm{Id}$ and $\mathrm{j} \in \mathrm{SO}(7)$. Let us take a unit-length vector $v_{1} \in V_{1}$; the vector space $W=\left\langle v_{1}\right\rangle^{\perp}$ is fixed by $\mathfrak{j}$ because $\mathfrak{j} \in \operatorname{SO}(7)$, and carries in addition an $\mathrm{SU}(3)$ structure determined by $\omega=i\left(v_{1}\right) \varphi_{0}, \mathfrak{R e}(\Omega)=\left.\varphi_{0}\right|_{W}$ (see [104]). Of course, the $\mathrm{SU}(3)$ structure is preserved by $\mathfrak{j}$. Viewed as a complex map, $\mathfrak{j}: W \rightarrow W$ has three complex eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}$ that satisfy $\lambda_{j}^{2}=1$ and $\lambda_{1} \lambda_{2} \lambda_{3}=1$ because $\mathfrak{j}^{2}=I d$ and $\mathfrak{j}$ preserves the $\operatorname{SU}(3)$ structure. Being $\mathfrak{j} \neq \mathrm{Id}$, we obtain that $\lambda_{1}=1$ and $\lambda_{2}=\lambda_{3}=-1$ up to a permutation of the indices; this proves that $\operatorname{dim}\left(V_{1}\right)=3$ and $\operatorname{dim}\left(V_{-1}\right)=4$. Now observe that $\mathfrak{j}(u \times v)=\mathfrak{j}(u) \times \mathfrak{j}(v)$, where $\times$ is the cross product on $\mathbb{R}^{7}$ that determines $\varphi$. Thus, let $\left(v_{1}, v_{2}, v_{3}\right)$ be an orthogonal basis of $V_{1}$, then $v_{1} \times v_{2} \in V_{1}$; so necessarily, $v_{1} \times v_{2}= \pm v_{3}$ and $\varphi_{0}\left(v_{1}, v_{2}, v_{3}\right)= \pm 1$.

Remark 4.11. If $d \varphi=0$, Lemma 4.10 states that $L$ is a calibrated submanifold of $M$ in the sense of 61].

## $\mathrm{SU}(2)$ structures

Let us identify $\mathbb{R}^{4}$ with $\mathbb{H}$ and $\mathrm{SU}(2)$ with $\mathrm{Sp}(1)$ as usual. The multiplication by $i, j$ and $k$ on the quaternions yields $\operatorname{Sp}(1)$-equivariant endomorphisms $I, J$ and $K$ that determine invariant 2 -forms by the contraction of these endomorphism with the scalar product on $\mathbb{R}^{4}$. In coordinates, these are:

$$
\begin{equation*}
\omega_{1}^{0}=w^{12}+w^{34}, \quad \omega_{2}^{0}=w^{13}-w^{24}, \quad \omega_{3}^{0}=w^{14}+w^{23} \tag{4.2}
\end{equation*}
$$

where $\left(w_{1}, w_{2}, w_{3}, w_{4}\right)$ denotes the standard basis of $\mathbb{R}^{4}$.
Definition 4.12. Let $W$ be a real vector space of dimension 4. An $\mathrm{SU}(2)$ structure on $W$ is determined by 2-forms $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ such that there is a linear isomorphism $u: W \rightarrow \mathbb{R}^{4}$ with $u^{*}\left(\omega_{j}^{0}\right)=\omega_{j}$, where the forms $\omega_{j}^{0}$ are given by equation 4.2.

An $\operatorname{SU}(2)$ structure on a vector space $W$ determines a $G_{2}$ structure on $W \oplus \mathbb{R}^{3}$. To check this we can suppose that $\left(W, \omega_{1}, \omega_{2}, \omega_{3}\right)=\left(\mathbb{R}^{4}, \omega_{1}^{0}, \omega_{2}^{0}, \omega_{3}^{0}\right)$. Denote by $\left(v_{5}, v_{6}, v_{7}\right)$ the standard basis of $\mathbb{R}^{3}$, then comparing with formula (4.1), we see:

$$
\begin{equation*}
\varphi_{0}=v^{567}+\omega_{1}^{0} \wedge v^{7}+\omega_{2}^{0} \wedge v^{5}-\omega_{3}^{0} \wedge v^{6} . \tag{4.3}
\end{equation*}
$$

In addition if we fix on $\mathbb{R}^{3}$ the orientation determined by $v^{567}$, then $W$ is oriented by $\frac{1}{2}\left(\omega_{1}^{0}\right)^{2}$.
Definition 4.13. Let $N$ be a 4 -dimensional manifold. An $\mathrm{SU}(2)$ structure on $N$ consists of 2 -forms $\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \in \Omega^{2}(N)$ that determine an $\operatorname{SU}(2)$ structure on $T_{p} N$ for every $p \in N$. In addition, if $d \omega_{1}=d \omega_{2}=d \omega_{3}=0$ we say that $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is a hyperKähler structure.

Let $Y$ be a 4 -dimensional orbifold with atlas $\left\{\left(U_{\alpha}, V_{\alpha}, \psi_{\alpha}, \Gamma_{\alpha}\right)\right\}$. An $\mathrm{SU}(2)$ structure on $Y$ consists of 2-forms $\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \in \Omega^{2}(Y)$ such that $\left(\omega_{1}^{\alpha}, \omega_{2}^{\alpha}, \omega_{3}^{\alpha}\right)$ is an $\mathrm{SU}(2)$ structure on $U_{\alpha}$. In addition, if $d \omega_{1}=d \omega_{2}=d \omega_{3}=0$ we say that $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is a hyperKähler structure.

In view of Lemma 4.10 the local model of $X$ around $L$ is $\left(\mathbb{C}^{2} / \mathbb{Z}_{2}\right) \times \mathbb{R}^{3}$, with $\mathbb{Z}_{2}=\langle-\mathrm{Id}, \mathrm{Id}\rangle$. The standard $\mathrm{G}_{2}$ form induces the orbifold hyperKähler $\operatorname{SU}(2)$ structure $\left(\omega_{1}^{0}, \omega_{2}^{0}, \omega_{3}^{0}\right)$ on $\mathbb{C}^{2} / \mathbb{Z}_{2}$. We now detail the hyperKähler resolution of $Y=\mathbb{C}^{2} / \mathbb{Z}_{2}$; this will be useful in order to construct the resolution of $X$ in section 4.3

The holomorphic resolution of $Y$ is $N=\widetilde{\mathbb{C}}^{2} / \mathbb{Z}_{2}$; where $\widetilde{\mathbb{C}}^{2}$ is the blow-up of $\mathbb{C}^{2}$ at 0 . That is,

$$
\widetilde{\mathbb{C}}^{2}=\left\{\left(z_{1}, z_{2}, \ell\right) \in \mathbb{C}^{2} \times \mathbb{C P}^{1} \text { s.t. }\left(z_{1}, z_{2}\right) \in \ell\right\},
$$

and the action of - Id lifts to $\left(z_{1}, z_{2}, \ell\right) \longmapsto\left(-z_{1},-z_{2}, \ell\right)$. We shall call the exceptional divisor $E=\{0\} \times \mathbb{C P}^{1} \subset N$. Note that there is a well-defined projection $\sigma_{0}: N \rightarrow \mathbb{C P}^{1}$. Let us consider $r_{0}: Y \rightarrow[0, \infty)$ the radial function induced from $\mathbb{C}^{2}$; one can check taking coordinates that $r_{0}^{2}$ is not smooth on $N$, but $r_{0}^{4}$ is.

Consider the blow-up map, $\chi_{0}: N \rightarrow Y$. Then, one can check that $\chi_{0}^{*}\left(\omega_{2}^{0}\right)$ and $\chi^{*}\left(\omega_{3}^{0}\right)$ are non-degenerate smooth forms on $N$; this holds because $\omega_{2}^{0}+i \omega_{3}^{0}=d z_{1} \wedge d z_{2}$ and the pullback of a holomorphic form under a holomorphic resolution is holomorphic.

A computation in coordinates shows that $\chi_{0}^{*}\left(\omega_{1}^{0}\right)$ has a pole on $E$. Let $a>0$ and define $\mathrm{f}_{a}(x)=\mathbf{g}_{a}(x)+2 a \log (x)$, where $\mathbf{g}_{a}(x)=\left(x^{4}+a^{2}\right)^{1 / 2}-a \log \left(\left(x^{4}+a^{2}\right)^{1 / 2}+a\right)$. Consider on $Y-E$ :

$$
\widehat{\omega}_{1}^{a}=-\frac{1}{4} d I d f_{a}\left(r_{0}\right) .
$$

One can check that $\left(\widehat{\omega}_{1}^{a}, \chi_{0}^{*}\left(\omega_{2}^{0}\right), \chi_{0}^{*}\left(\omega_{3}^{0}\right)\right)$ is a hyperKähler structure on $N-E$; it can be extended as a hyperKähler structure on $N$ because:

$$
-\frac{1}{4} d I d\left(\log \left(r_{0}^{2}\right)\right)=\sigma_{0}^{*}\left(\omega_{\mathbb{C P}^{1}}\right),
$$

where $\omega_{\mathbb{C P}^{1}}$ stands for the Fubini-Study form of $\mathbb{C P}^{1}$.

### 4.2.3 Formality

In this section we review some definitions and results about formal manifolds and formal orbifolds; basic references are [40, [42, and [100].

We work with commutative differential graded algebras (in the sequel CDGAs); these consist of a pairs $(A, d)$ where $A$ is a commutative graded algebra $A=\oplus_{i \geq 0} A^{i}$ over $\mathbb{R}$, and $d: A^{*} \rightarrow A^{*+1}$ is a differential, which is a graded derivation that satisfies $d^{2}=0$. If $a \in A$ is an homogenous element, we denote its degree by $|a|$, and $\bar{a}=(-1)^{|a|} a$.

The cohomology algebra of a CDGA $(A, d)$ is denoted by $H^{*}(A, d)$; it is also a CDGA with the differential being zero. If $a \in A$ is a closed element we denote its cohomology class by $[a]$. The CDGA $(A, d)$ is said to be connected if $H^{0}(A, d)=\mathbb{R}$.

In our context, the main examples of CDGAs are the de Rham complex of a manifold or an orbifold. In section 4.5 we also make use of the Chevalley-Eilenberg CDGA of a Lie group $G$, that consists of the algebra $\Lambda^{*} \mathfrak{g}^{*}$, the differential of a 1 -form is $d \alpha(x, y)=-\alpha[x, y]$, and is extended to $\Lambda^{*} \mathfrak{g}^{*}$ as a graded derivation.

Definition 4.14. A CDGA $(A, d)$ is said to be minimal if:

1. $A$ is free as an algebra, that is $A$ is the free algebra $\Lambda V$ over a graded vector space $V=\oplus_{i} V^{i}$.
2. There is a collection of generators $\left\{a_{i}\right\}_{i}$ indexed by a well ordered set, such that $\left|a_{i}\right| \leq$ $\left|a_{j}\right|$ if $i<j$ and each $d a_{j}$ is expressed in terms of the previous $a_{i}$ with $i<j$.

Morphisms between CDGAs are required to preserve the degree and to commute with the differential; a morphism of CDGAs $\kappa:(B, d) \rightarrow(A, d)$ is said to be a quasi-isomorphism if it induces an isomorphism on cohomology $\kappa: H^{*}(B, d) \rightarrow H^{*}(A, d)$.

Definition 4.15. A CDGA $(B, d)$ is a model of the $\operatorname{CDGA}(A, d)$ if there exists a quasiisomorphism $\kappa:(B, d) \rightarrow(A, d)$. If $(B, d)$ is minimal we say that $(B, d)$ is a minimal model of $(A, d)$.

Minimal models of connected DGAs exist and are unique up to isomorphism of CDGAs. So we define the minimal model of a connected manifold or a connected orbifold as the minimal model of its associated de Rham complex.

Definition 4.16. A minimal algebra $(\Lambda V, d)$ is formal if there exists a quasi-isomorphism,

$$
(\Lambda V, d) \rightarrow\left(H^{*}(\Lambda V, d), 0\right) .
$$

A manifold or an orbifold is formal if its minimal model is formal.
We now recall the definition of triple Massey products; these are objects that detect non-formality of manifolds. Let $(A, d)$ be a CDGA and let $\xi_{1}, \xi_{2}, \xi_{3}$ be cohomology classes such that $\xi_{1} \xi_{2}=0$ and $\xi_{2} \xi_{3}=0$. Under these assumptions we can define the triple Massey product of these cohomology classes $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$. In order to provide its definition we first introduce the concept of a defining system for $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$.

Definition 4.17. A defining system for $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is an element $\left(a_{1}, a_{2}, a_{3}, a_{12}, a_{23}\right)$ such that:

1. $\left[a_{i}\right]=\xi_{i}$ for $1 \leq i \leq 3$,
2. $d a_{12}=\bar{a}_{1} a_{2}$, and $d a_{23}=\bar{a}_{2} a_{3}$.

One can check that $\bar{a}_{1} a_{23}+\bar{a}_{12} a_{3}$ is a closed $\left(\left|a_{1}\right|+\left|a_{2}\right|+\left|a_{3}\right|-1\right)$-form. The triple Massey product $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is the set formed by the cohomology classes that defining systems determine, that is:

$$
\left\{\left[\bar{a}_{1} a_{23}+\bar{a}_{12} a_{3}\right] \text { s.t. }\left(a_{1}, a_{2}, a_{3}, a_{12}, a_{23}\right) \text { runs over all defining systems }\right\} .
$$

If $0 \in\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ we say that the triple Massey product is trivial.
Theorem 4.18. Let $(\Lambda V, d)$ be a formal minimal algebra. Let $\xi_{1}, \xi_{2}, \xi_{3}$ be cohomology classes such that the triple Massey product $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is defined. Then $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is trivial.

As a consequence, we obtain:

Corollary 4.19. Let $(\Lambda V, d)$ be the minimal model of $(A, d)$. Let $\xi_{1}, \xi_{2}, \xi_{3} \in H^{*}(A, d)$ such that the triple Massey product $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is defined. If $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is not trivial then ( $\Lambda V, d$ ) is not formal.

Proof. Suppose that $(\Lambda V, d)$ is formal and let $\kappa:(\Lambda V, d) \rightarrow(A, d)$ be a quasi-isomorphism. Let us take cohomology classes $\xi_{1}^{\prime}, \xi_{2}^{\prime}, \xi_{3}^{\prime} \in H^{*}(\Lambda V, d)$ with $\kappa\left(\xi_{j}^{\prime}\right)=\xi_{j}$ then the Massey product $\left\langle\xi_{1}^{\prime}, \xi_{2}^{\prime}, \xi_{3}^{\prime}\right\rangle$ is well-defined and there is a defining system $\left(a_{1}, a_{2}, a_{3}, a_{12}, a_{23}\right)$ such that

$$
\bar{a}_{1} a_{23}+\bar{a}_{12} a_{3}=d \alpha .
$$

But of course $0=\kappa\left[\bar{a}_{1} a_{23}+\bar{a}_{12} a_{3}\right] \in\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$; yielding a contradiction.
We finally outline some aspects about finite group actions on minimal models. Let $M$ be a compact manifold and let $\kappa:(\Lambda V, d) \rightarrow(\Omega(M), d)$ be its minimal model. Let $\Gamma$ be a finite subgroup of $\operatorname{Diff}(M)$ acting on the left; the pullback of forms defines a right action of $\Gamma$ on $(\Omega(M), d)$.

Lifting theorems for CDGAs ensure the existence of a morphism $\bar{\gamma}: \Lambda V \rightarrow \Lambda V$ that lifts up to homotopy the pullback by each $\gamma \in \Gamma$; that is, $\kappa \circ \bar{\gamma} \sim \gamma^{*} \circ \kappa$; in particular, $[\kappa(\bar{\gamma}(a))]=\left[\gamma^{*} \kappa(a)\right]$ if $d a=0$. This implies that $\overline{\mathrm{Id}} \sim \mathrm{Id}$ and that $\overline{\gamma \gamma^{\prime}} \sim \bar{\gamma} \bar{\gamma}^{\prime}$; therefore these liftings provide an homotopy action on $\Lambda V$. These liftings can be modified making use of group cohomology techniques (see [99, Theorem 2]) in order to endow $\Lambda V$ with a right action of $\Gamma$.

Theorem 4.20. Let $M$ be a compact connected manifold and let $\Gamma$ be a subgroup of $\operatorname{Diff}(M)$ acting on the left.

There is a right action of $\Gamma$ on the minimal model $\kappa:(\Lambda V, d) \rightarrow(\Omega(M), d)$ by morphisms of CDGAs such that $[\kappa(a \gamma)]=\left[\gamma^{*} \kappa(a)\right]$ for every closed element $a \in \Lambda V$ and every $\gamma \in \Gamma$.

If there is a right action of a finite group $\Gamma$ on a CDGA $(A, d)$ one can consider the CDGA of $\Gamma$-invariant elements $\left(A^{\Gamma}, d\right)$. An average argument leads us to $H^{*}(A, d)^{\Gamma}=H^{*}\left(A^{\Gamma}, d\right)$. In addition, if $\Gamma$ also acts on $(B, d)$ on the right by morphisms and $\mathrm{i}:(A, d) \rightarrow(B, d)$ is a morphism such that $[\mathrm{i}(a \gamma)]=[(\mathrm{i} a) \gamma]$ for every closed $a \in A$ and $\gamma \in \Gamma$ one can define:

$$
\underline{\mathrm{i}}:\left(A^{\Gamma}, d\right) \rightarrow\left(B^{\Gamma}, d\right), \quad \underline{\mathrm{i}} a=|\Gamma|^{-1} \sum_{\gamma \in \Gamma} \mathrm{i}(a) \gamma,
$$

where $|\Gamma|$ denotes the cardinal number of $\Gamma$. This satisfies that $[\underline{i}(a)]=[\mathrm{i}(a)]$ for closed elements $a \in A^{\Gamma}$. In particular if i is a quasi-isomorphism so is $\underline{i}$.

Lemma 4.21. Let $\Gamma$ be a finite group acting on a compact connected manifold $M$ by diffeomorphisms. If $M$ is formal then $M / \Gamma$ is also formal.

Proof. First of all, the fact that $(\Omega(M / \Gamma), d)=\left(\Omega(M)^{\Gamma}, d\right)$ and our previous argument ensures that $H^{*}(M / \Gamma)=H^{*}(M)^{\Gamma}$. Let $\kappa:(\Lambda V, d) \rightarrow(\Omega(M), d)$ be the minimal model of $M$ as constructed in Theorem 4.20. The CDGA $\left((\Lambda V)^{\Gamma}, d\right)$ is a model for $(\Omega(M / \Gamma), d)$ because of the quasi-isomorphism $\underline{\kappa}:\left((\Lambda V)^{\Gamma}, d\right) \rightarrow\left(\Omega(M)^{\Gamma}, d\right)$ defined as above. Consider $(\Lambda W, d)$ the minimal model of $(\Omega(M / \Gamma), d)$ and let $\psi:(\Lambda W, d) \rightarrow\left((\Lambda V)^{\Gamma}, d\right)$ be a quasi isomorphism.

Being $M$ formal one can consider a quasi-isomorphism i: $(\Lambda V, d) \rightarrow\left(H^{*}(\Lambda V, d), 0\right)$ and define $\underline{i}:\left((\Lambda V)^{\Gamma}, d\right) \rightarrow\left(H^{*}(\Lambda V, d)^{\Gamma}, 0\right)=(H(\Lambda W, d), 0)$, which is also a quasi-isomorphism. Then we can construct a quasi isomorphism:

$$
\underline{\mathrm{i}} \circ \psi:(\Lambda W, d) \rightarrow\left(H^{*}(\Lambda W, d), 0\right) .
$$

Therefore, $M / \Gamma$ is formal.

### 4.3 Resolution process

Let $(M, \varphi, g)$ be a closed $\mathrm{G}_{2}$ structure on a compact manifold $M$, let $\mathrm{j}: M \rightarrow M$ be a $\mathrm{G}_{2}$ involution, and let $X=M / \mathrm{j}$. The singular locus of the closed $\mathrm{G}_{2}$ orbifold $(X, \varphi, g)$ is the set $L=\operatorname{Fix}(\mathrm{j})$, a 3 -dimensional oriented manifold according to Lemma 4.10. This section is devoted to constructing a resolution $\rho: \widetilde{X} \rightarrow X$ under the extra assumption that $L$ has a nowhere-vanishing closed 1 -form $\theta \in \Omega^{1}(L)$.

This hypothesis yields a topological characterisation of $L$ that we now outline. Let us denote by $L_{1}, \ldots, L_{r}$ the connected components of $L$; according to Tischler's Theorem [110] each $L_{i}$ is a fibre bundle over $S^{1}$ with fibre a connected surface $\Sigma_{i}$; that is, $L_{i}$ is the mapping torus of a diffeomorphism $\psi_{i} \in \operatorname{Diff}\left(\Sigma_{i}\right)$ :

$$
L_{i}=\Sigma_{i} \times[0,1] /(x, 0) \sim\left(\psi_{i}(x), 1\right) .
$$

Let us denote $\mathrm{q}_{i}: \Sigma_{i} \times[0,1] \rightarrow L_{i}$ the quotient map and $\mathrm{b}_{i}: L_{i} \rightarrow S^{1}$ the bundle map. The construction described in this section does not need the choice any specific nowhere-vanishing closed 1 -form $\theta \in \Omega^{1}(L)$. However, to determine the cohomology ring of the resolution in Proposition 4.38 we need that $\left.\theta\right|_{L_{i}}=\mathrm{b}_{i}^{*}\left(\theta_{0}\right)$, where $\theta_{0}$ denotes the angular form on $S^{1}$. Therefore, we make this assumption from the beginning. In addition, taking into account that $L_{i}$ is oriented and that $H^{3}\left(L_{i}\right) \cong\left\{[\alpha] \in H^{2}\left(\Sigma_{i}\right)\right.$ s.t. $\left.\psi_{i}^{*}[\alpha]=[\alpha]\right\}$ (see [10, Lemma 12]), we obtain that $\Sigma_{i}$ is oriented and $\psi_{i}^{*}=\operatorname{Id}$ on $H^{2}\left(\Sigma_{i}\right)$.

The resolution process consists of replacing a neighbourhood of $L$ with a closed $\mathrm{G}_{2}$ manifold. The local model of the singularity is $\mathbb{R}^{3} \times Y$ where $Y=\mathbb{C}^{2} / \mathbb{Z}_{2}$ as we discussed in section 4.2. The closed $\mathrm{G}_{2}$ manifold that we introduce is the blow-up of $\nu / \mathrm{j}$ at the zero section, where $\nu$ denotes the normal bundle of $L$ in $M$. Its local model is $\mathbb{R}^{3} \times N$ where $N=\widetilde{\mathbb{C}}^{2} / \mathbb{Z}_{2}$. This requires the choice of complex structure on $\nu / \mathrm{j}$ which is determined by a choice of a unit-length vector $V$ on $L$ by means of the expression $I(X)=V \times X$, where $\times$ is the cross-product associated to $\varphi$. This vector field exists because $L$ is parallelizable, but we shall choose $V=\|\theta\|^{-1} \theta^{\sharp}$ in order to guarantee that the $\mathrm{G}_{2}$ form that we later define on the resolution is closed.

Before constructing a $\mathrm{G}_{2}$ form on the resolution we study the $O(1)$ term of $\exp ^{*}(\varphi)$ by splitting $T \nu$ into an horizontal and a vertical bundle with the aid of a connection. This allows us to obtain a formula for the $O(1)$ term that resembles the standard $\mathrm{G}_{2}$ structure on $\mathbb{R}^{3} \times Y$. Its pullback under the blow-up map has a pole at the zero section; a non-singular $\mathrm{G}_{2}$ structure is defined on the resolution following the ideas we introduced in subsection 4.3.3 for resolving the local model. This form is not closed in general, so that we need to consider a closed approximation of it. In addition, the resolution process requires the introduction of a 1-parameter family of closed forms; small values of the parameter guarantee that these are non-degenerate and close to $\exp ^{*}(\varphi)$ on an annulus around $L$ after a diffeomorphism. As Remark 4.33 states, the size of the exceptional divisor decreases as the parameter tends to 0 .

This section is organized as follows: in subsection 4.3.1 we introduce some notations concerning the normal bundle $\nu$ of $L$ and we understand its second order Taylor approximation $\phi_{2}$ in subsection 4.3.2 this is an auxiliary construction. In subsection 4.3.3 we obtain local formulas for the $O(1)$-terms and introduce the parameter $t$; these tools allow us to perform the resolution in subsection 4.3.4.

### 4.3.1 Splitting of the normal bundle

We now introduce some notations that we need for the resolution process. Let $\pi: \nu \rightarrow L$ be the normal bundle of $L$. We consider $R>0$ such that the neighbourhood of the 0 section $Z, \nu_{R}=\left\{v_{p} \in \nu_{p}\right.$ s.t. $\left.\left\|v_{p}\right\|<R\right\}$ is diffeomorphic to a neighbourhood $U$ of $L$ on $M$ via
the exponential map. In this section we also denote by $\nu_{s}=\left\{v_{p} \in \nu_{p}\right.$ s.t. $\left.\left\|v_{p}\right\|<s\right\}$ for $s<R$. On $\nu_{R}$ we consider $\phi=(\exp )^{*} \varphi$, which is a closed $\mathrm{G}_{2}$ form on $\nu_{R}$. In addition, the induced involution on $\nu$ is $d \mathrm{j}\left(v_{p}\right)=-v_{p}$; but we shall also denote it by j . It shall be useful to denote the dilations by $F_{t}: \nu \rightarrow \nu, F_{t}\left(v_{p}\right)=t v_{p}$. We also define the vector field over $\nu$, $\mathcal{R}\left(v_{p}\right)=\left.\frac{d}{d t}\right|_{t=0} e^{t} v_{p}$.

A connection $\nabla$ on $\nu$ induces a splitting $T \nu=V \oplus H$ where $V=\operatorname{ker}(d \pi) \cong \pi^{*} \nu$ and $d \pi_{v_{p}}: H_{v_{p}} \rightarrow T_{p} L$ is an isomorphism; being $\left.T M\right|_{L}=\nu \oplus T L$, the connection induces an isomorphism $\mathcal{T}: T \nu \rightarrow \pi^{*}\left(\left.T M\right|_{L}\right)$. The choice of $\nabla$ is made in subsection 4.3.4.

Note that any tensor T on $\left.T M\right|_{L}$ defines a tensor on $\pi^{*}\left(\left.T M\right|_{L}\right)$ because $\pi^{*}\left(\left.T M\right|_{L}\right)_{v_{p}}=$ $\left.T_{p} M\right|_{L}$. Using this we define on $\nu$ :

1. A metric, $g_{1}=\mathcal{T}^{*}\left(\left.g\right|_{L}\right)$; that is, $g_{1}$ makes $\left(H_{v_{p}}, g_{1}\right)$ and $\left(T_{p} L, g\right)$ isometric, $H_{v_{p}}$ is perpendicular to $V_{v_{p}}$ and $V_{v_{p}}$ isometric to $\nu_{p}$.
2. A $\mathrm{G}_{2}$ structure $\phi_{1}=\mathcal{T}^{*}\left(\left.\varphi\right|_{L}\right)$ with $g_{1}$ as an associated metric.

Of course, $\mathcal{T}$ is an isometry. These tensors are constant in the fibres in the following sense; under the identification $\widehat{\mathcal{T}}_{v_{p}}=\mathcal{T}_{0_{p}}^{-1} \circ \mathcal{T}_{v_{p}}: T_{v_{p}} \nu \rightarrow T_{0_{p}} \nu$ it holds that $\widehat{\mathcal{T}}_{v_{p}}^{*}\left(g_{1}\right)=g_{1}$ and $\widehat{\mathcal{T}}_{v_{p}}^{*}\left(\phi_{1}\right)=\phi_{1}$. Note also that these values coincide with $\left.\exp ^{*} g\right|_{Z}$ and $\phi$ respectively because $\left.(d \exp )\right|_{Z}=\mathrm{Id}$. These tensors are thus independent of $\nabla$ only on $Z$.

We shall also denote $W_{i, j}=\Lambda^{i} V^{*} \otimes \Lambda^{j} H^{*}$ where we understand $V^{*}=\operatorname{Ann}(H)$ and $H^{*}=\operatorname{Ann}(V)$. There are $g_{1}$-orthogonal splittings $\Lambda^{k} T^{*} \nu=\oplus_{i+j=k} W_{i, j}^{k}$ and given $\alpha \in \Lambda^{k} T^{*} \nu$ we denote by $[\alpha]_{i, j}$ the projection of $\alpha$ to $W_{i, j}$.

Observe also that one can restrict each $\beta \in \Lambda^{k} V^{*}$ to the fibre $\nu_{p}$, and the restriction $\mathrm{r}_{k}: \Lambda^{k} T^{*} \nu \rightarrow \Lambda^{k} V^{*}, \mathrm{r}_{k}(\beta)_{v_{p}}=\left.\beta_{v_{p}}\right|_{\nu_{p}}$ is an isomorphism because $T_{v_{p}} \nu_{p}=V_{v_{p}}$.

We now state some technical observations concerning vertical forms; proofs are computations in terms of local coordinates that we include for completeness.
Remark 4.22. Note that $H^{*}=\pi^{*}\left(T^{*} L\right)$ does not depend on the connection but $V^{*}$ does. More precisely, in local coordinates $\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, y_{4}\right) \in U \times \mathbb{R}^{4}$ the horizontal distribution at $(x, y)$ is generated by:

$$
\partial_{x_{i}}-\sum_{j=1}^{4} A_{i}^{j}(x, y) \partial_{y_{j}}
$$

where $A_{i}^{j}(x, y)=\sum_{k=1}^{4} A_{i, k}^{j}(x) y_{k}$ for some differentiable functions $A_{i, k}^{j}$. Then $V^{*}$ is generated by:

$$
\eta_{j}=d y_{j}+\sum_{i=1}^{3} A_{i}^{j}(x, y) d x_{i}
$$

Note also that since $A_{i}^{j}(x, t y)=t A_{i}^{j}(x, y)$ we get that $F_{t}^{*}\left(\eta_{i}\right)=t \eta_{i}$.
Lemma 4.23. The following identities hold:

1. $F_{t}^{*}\left(\phi_{1}\right)=\left[\phi_{1}\right]_{0,3}+t^{2}\left[\phi_{1}\right]_{2,1}$
2. $F_{t}^{*}\left(g_{1}\right)=\left.g_{1}\right|_{H \otimes H}+\left.t^{2} g_{1}\right|_{V \otimes V}$

Proof. We shall prove the first equality being the second similar. Note that $\left.\phi_{1}\right|_{Z}$ is a $\mathrm{G}_{2}$ structure whose induced metric makes $V$ perpendicular to $H$ and $\left.H\right|_{Z}=T Z$; thus taking into account formula 4.3 we can write in local coordinates:

$$
\left.\phi_{1}\right|_{Z}=f(p) d x_{1} \wedge d x_{2} \wedge d x_{3}+\sum_{i=1}^{3} \sum_{j<k} f_{i j k}(p) d x_{i} \wedge d y_{j} \wedge d y_{k}
$$

Thus, $\phi_{1}=\left[\phi_{1}\right]_{0,3}+\left[\phi_{1}\right]_{2,1}$, where $\left(\left[\phi_{1}\right]_{0,3}\right)_{v_{p}}=f(p) d x_{1} \wedge d x_{2} \wedge d x_{3}$ and $\left(\left[\phi_{1}\right]_{2,1}\right)_{v_{p}}=$ $\sum_{i=1}^{3} \sum_{i<k} f_{i j k}(p) d x_{i} \wedge\left(\eta_{j}\right)_{v_{p}} \wedge\left(\eta_{k}\right)_{v_{p}}$. Therefore, $F_{t}^{*}\left([\phi]_{0,3}\right)=[\phi]_{0,3}$ and, according to Remark 4.22, $F_{t}^{*}[\phi]_{2,1}=t^{2}[\phi]_{2,1}$.

Lemma 4.24. 1. Let $\mu \in V^{*}$ be a form such that $\mu=0$ on T $\left.\nu\right|_{Z}$. Then, $[d \mu]_{1,1}=0$ and $[d \mu]_{0,2}=0$ on $\left.T \nu\right|_{z}$.
2. Suppose that $\alpha \in W_{1,1}$ satisfy that $\alpha=0$ on $\left.T \nu\right|_{Z}$. Then, $[d \alpha]_{1,2}=0$ and $[d \alpha]_{0,3}=0$ on $\left.T \nu\right|_{Z}$.

Proof. For the first equality, we write in local coordinates $\mu=\sum_{i=1}^{4} f_{i}(x, y) \eta_{i}$ with $f_{i}(x, 0)=$ 0 as $\mu=0$ on $\left.T \nu\right|_{Z}$. Then,

$$
\begin{aligned}
d \mu= & \sum_{i=1}^{4} \sum_{j=1}^{3} \frac{\partial f_{i}}{\partial x_{j}}(x, y) d x_{j} \wedge \eta_{i} \\
& +\sum_{i=1}^{4} \sum_{j=1}^{4} \frac{\partial f_{i}}{\partial y_{j}}(x, y) d y_{j} \wedge \eta_{i}+\sum_{i=1}^{4} f_{i}(x, y) d \eta_{i} .
\end{aligned}
$$

Since $f_{i}(x, 0)=0$ and $\left.\eta_{i}\right|_{\left.T \nu\right|_{Z}}=d y_{i}$ the following equalities hold on $\left.T \nu\right|_{Z}$ :

$$
\begin{aligned}
& {[d \mu]_{2,0}(x, 0)=\sum_{i=1}^{4} \sum_{j=1}^{4} \frac{\partial f_{i}}{\partial y_{j}}(x, 0) d y_{j} \wedge d y_{i},} \\
& {[d \mu]_{1,1}(x, 0)=\sum_{i=1}^{4} \sum_{j=1}^{3} \frac{\partial f_{i}}{\partial x_{j}}(x, 0) d x_{j} \wedge \eta_{i}=0,} \\
& {[d \mu]_{0,2}(x, 0)=0 .}
\end{aligned}
$$

For the second, we write $\alpha=\sum_{i} \pi^{*}\left(\lambda_{i}\right) \wedge \mu_{i}$ with $\lambda_{i} \in \Omega^{1}(L)$ and $\mu_{i} \in V^{*}$ satisfying $\mu_{i}=0$ on $\left.T \nu\right|_{Z}$. Then $[d \alpha]_{1,2}=\sum_{i}\left(\pi^{*}\left(d \lambda_{i}\right) \wedge \mu_{i}-\pi^{*}\left(\lambda_{i}\right) \wedge\left[d \mu_{i}\right]_{1,1}\right)$ and $[d \alpha]_{0,3}=-\sum_{i} \pi^{*}\left(\lambda_{i}\right) \wedge\left[d \mu_{i}\right]_{0,2}$. The claim follows from (1).

Lemma 4.25. Consider coordinates $(x, y)=\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, y_{4}\right) \in B \times \mathbb{R}^{4}$ of $\nu$, with $B \subset \mathbb{R}^{3}$ a closed ball. Let $\eta_{j}$ be the projection of dyj to $V^{*}$ as in Remark 4.22. Then, $\left\|\left(\eta_{i}\right)_{(x, 0)}\right\|_{g_{1}}=\left\|\left(\eta_{i}\right)_{(x, y)}\right\|_{g_{1}}$ and $\left\|\left(d x_{i}\right)_{(x, 0)}\right\|_{g_{1}}=\left\|\left(d x_{i}\right)_{(x, y)}\right\|_{g_{1}}$.

There exist $C_{1}>0, C_{2}>0$ such that $\left\|\left[d \eta_{i}\right]_{0,2}\right\|_{g_{1}} \leq C_{1} r$ and $\left\|\left[d \eta_{i}\right]_{1,1}\right\|_{g_{1}} \leq C_{2}$ on $\nu$.
Proof. The first two equalities are clear taking into account that $\mathcal{T}^{*}\left(\eta_{j}\right)=\eta_{j}, \mathcal{T}^{*}\left(d x_{j}\right)=d x_{j}$ and that $\mathcal{T}$ is a $g_{1}$-isometry. For the third and fourth equality we first compute $d \eta_{j}$

$$
d \eta_{j}=\sum_{k=1}^{4} \sum_{i, l=1}^{3} y_{k} \frac{\partial A_{i, k}^{j}(x)}{\partial x_{l}} d x_{l} \wedge d x_{i}+\sum_{k=1}^{4} \sum_{i=1}^{3} A_{i, k}^{j}(x) d y_{k} \wedge d x_{i} .
$$

This implies that:

$$
\begin{aligned}
& {\left[d \eta_{j}\right]_{0,2}=\sum_{k=1}^{4} \sum_{i, l=1}^{3} y_{k} \frac{\partial A_{i, k}^{j}(x)}{\partial x_{l}} d x_{l} \wedge d x_{i}-\sum_{k, n=1}^{4} \sum_{i, m=1}^{3} A_{i, k}^{j}(x) A_{m, n}^{k}(x) y_{n} d x_{m} \wedge d x_{i},} \\
& {\left[d \eta_{j}\right]_{1,1}=\sum_{k=1}^{4} \sum_{i=1}^{3} A_{i, k}^{j}(x) \eta_{k} \wedge d x_{i} .}
\end{aligned}
$$

The absolute values of the functions $A_{i, k}^{j}, \frac{\partial A_{i, k}^{j}}{\partial x_{l}}$ are bounded on $B$, and the $g_{1}$-norms of the terms $\eta_{m} \wedge d x_{j}$ and $d x_{j} \wedge d x_{k}$ are constant on the fibres as explained before. Taking into account that $L$ is compact the choice of constants $C_{1}$ and $C_{2}$ becomes clear.

### 4.3.2 Taylor series

We now introduce the Taylor series of $\phi$ and interpolate it with the seccond order approximation. This is an auxiliary tool for our resolution process.

Consider the dilation over the fibres $F_{t}: \nu \rightarrow \nu$, and define the Taylor series of $F_{t}^{*} \phi$ and $F_{t}^{*} g$ near $t=0$ (note that $F_{0}^{*}(\phi)$ and $F_{0}^{*}(g)$ are defined on $\left.\nu\right)$. That is,

$$
F_{t}^{*}(\phi) \sim \sum_{k=0}^{\infty} t^{2 k} \phi^{2 k}, \quad F_{t}^{*} g \sim \sum_{k=0}^{\infty} t^{2 k} g^{2 k}
$$

Note that we only wrote even terms because both $\phi$ and $g$ are j invariant and $\mathrm{j}=F_{-1}$. In addition, the equalities $F_{s}^{*}\left(\phi^{2 k}\right)=s^{2 k} \phi^{2 k}, F_{s}^{*}\left(g^{2 k}\right)=s^{2 k} g^{2 k}$ follow from $F_{t s}=F_{t} \circ F_{s}$. For $i+j=3$ and $p+q=2$ we define $\phi_{i, j}^{2 k}=\left[\phi^{2 k}\right]_{i, j}, g_{p, q}^{2 k}=\left.g^{2 k}\right|_{V^{p} \otimes H^{q}}$; here $V^{p}$ denotes the tensor product of $V$ with itself $p$ times.

We have the following properties:

1. $\left\|\phi_{i, j}^{2 k}\right\|_{g_{1}}=O\left(r^{2 k-i}\right)$, where $r$ is measured with respect to the metric on $\nu$. To check it let $\left\|v_{p}\right\|_{g_{1}}=1$; taking into account Lemma 4.23 and the fact that $F_{t}:\left(\nu,\left.g_{1}\right|_{H \otimes H}+\right.$ $\left.\left.t^{2} g_{1}\right|_{V \otimes V}\right) \rightarrow\left(\nu, g_{1}\right)$ is an isometry we get:

$$
\begin{aligned}
\left\|\left(\phi_{i, j}^{2 k}\right)_{r v_{p}}\right\|_{g_{1}} & =\left\|r^{2 k} F_{r^{-1}}^{*}\left(\phi_{i, j}^{2 k}\right)_{r v_{p}}\right\|_{g_{1}}=r^{2 k}\left\|\left(\phi_{i, j}^{2 k}\right)_{v_{p}}\right\|_{\left.g_{1}\right|_{H \otimes H}+\left.r^{2} g_{1}\right|_{V \otimes V}} \\
& =r^{2 k-i}\left\|\left(\phi_{i, j}^{2 k}\right)_{v_{p}}\right\|_{g_{1}}
\end{aligned}
$$

2. The previous statement ensures that $\phi_{i, j}^{2 k}=0$ if $i>2 k$.
3. If $k \geq 1, \phi^{2 k}$ is exact.

Being $\phi^{2 k}$ homogeneous of order $2 k$, we have that $\mathcal{L}_{\mathcal{R}}\left(\phi^{2 k}\right)=2 k \phi^{2 k}$; where $\mathcal{R}\left(v_{p}\right)=$ $\left.\frac{d}{d t}\right|_{t=0}\left(e^{t} v_{p}\right)$ is defined as above. In addition, $d \phi^{2 k}=0$ for every $k$ because $\phi$ is closed. Thus, $2 k \phi^{2 k}=d\left(i(\mathcal{R}) \phi^{2 k}\right)$.

Taking these properties into account we construct a $\mathrm{G}_{2}$ form $\phi_{3, \varepsilon}$ that interpolates $\phi$ with the approximation $\phi_{2}=\phi^{0}+\phi^{2}$. The parameter $\varepsilon>0$ indicates that the interpolation occurs on $r \leq \varepsilon$ and is done in such a way that $\left.\phi_{3, \varepsilon}\right|_{r \leq \frac{\varepsilon}{2}}=\phi_{2}$. Of course, this is possible because the difference between $\phi$ and $\phi_{2}$ is small near the zero section.

Proposition 4.26. The form $\phi_{2}=\phi^{0}+\phi^{2}$ is closed and $\phi=\phi_{2}+O(r)$. There exists $\varepsilon_{0}>0$ such that for each $\varepsilon<\varepsilon_{0}$ there exists a j -invariant $\mathrm{G}_{2}$ form $\phi_{3, \varepsilon}$ such that $\phi_{3, \varepsilon}=\phi_{2}$ if $r \leq \frac{\varepsilon}{2}$ and $\phi_{3, \varepsilon}=\phi$ if $r \geq \varepsilon$.

Proof. The first part is a consequence of the previous remark; zero order terms are $\phi^{0}=\phi_{0,3}^{0}$ and $\phi_{2,1}^{2}$, thus $\phi=\phi_{2}+O(r)$. In addition, $\phi_{2}$ is closed because each $\phi^{2 k}$ is.

Since $\left.\phi\right|_{Z}=\left.\phi_{2}\right|_{Z}$ the Poincaré Lemma for submanifolds ensures that $\phi=\phi_{2}+d \xi$ for some j-invariant 2-form $\xi$; more precisely, $\xi_{v_{x}}=\int_{0}^{1} i\left(\mathcal{R}_{\tau v_{x}}\right)\left(\phi-\phi_{2}\right) d \tau$. In addition, $\|\xi\|_{g_{1}}=O\left(r^{2}\right)$ because $\left.\xi\right|_{Z}=0$ and $\|d \xi\|_{g_{1}}=\left\|\phi-\phi_{2}\right\|_{g_{1}}=O(r)$. Let $\varpi$ be a smooth function such that $\varpi=1$ if $x \leq \frac{1}{2}$ and $\varpi=0$ if $x \geq 1$ and define $\varpi_{\varepsilon}(x)=\varpi\left(\frac{x}{\varepsilon}\right)$. Then, $\left|\varpi_{\varepsilon}^{\prime}\right| \leq \frac{C}{\varepsilon}$ so that

$$
\phi_{3, \varepsilon}=\phi-d\left(\varpi_{\varepsilon}(r) \xi\right)
$$

is a $\mathrm{G}_{2}$ form on $r \leq \varepsilon$ if $\varepsilon$ is small enough because it is $O(\varepsilon)$-near $\phi$. The form $\phi_{3, \varepsilon}$ interpolates $\phi_{2}$ with $\phi$ over the stated domains and it is j-invariant because both $\phi$ and $\varpi_{\varepsilon}(r) \xi$ are.

### 4.3.3 Local formulas

The purpose of this section is making an additional preparation; we first provide a local formula for $\phi_{1}$ that will be useful in order to construct the $\mathrm{G}_{2}$ form of the resolution. Later we change $\phi_{2}$ by $O(r)$ terms so that we control its local formula and we introduce the parameter $t$; these preparations are essential to construct a closed $\mathrm{G}_{2}$ form on the resolution.

## Formula for $\phi_{1}$

We first write $\phi_{1}$ and $g_{1}$ in terms of the components of the Taylor series of $g$ and $\phi$. This is an easy consequence of the homogeneus behaviour of the tensors involved:

Lemma 4.27. The following equalities hold:

1. $\phi_{1}=\phi^{0}+\phi_{2,1}^{2}$
2. $g_{1}=g_{0,2}^{0}+g_{2,0}^{2}$

Proof. We prove the first equality, being the second similar. Using the fact that $\phi^{0}=\phi_{0,3}^{0}$ and $\phi_{2,1}^{2}$ are homogeneous one can check that these are constant on the fibres. We shall do it for $\phi_{2,1}^{2}$, write in local coordinates $(x, y)$ :

$$
\phi_{2,1}^{2}=\sum_{i=1}^{3} \sum_{j<k} f_{i j k}(x, y) d x_{i} \wedge\left(\eta_{j}\right)_{(x, y)} \wedge\left(\eta_{k}\right)_{(x, y)}
$$

Taking into account that $F_{t}^{*} \phi_{2,1}^{2}=t^{2} \phi_{2,1}^{2}$ and $F_{t}^{*} \eta_{i}=t \eta_{i}$ we get $f_{i j k}(x, t y)=f_{i j k}(x, y)$. Therefore, $f_{i j k}(x, y)=f_{i j k}(x, 0)$. Since $\left.\phi_{1}\right|_{\left.T M\right|_{Z}}=\left.\phi\right|_{\left.T M\right|_{Z}}=\left.\left(\phi^{0}+\phi_{2,1}^{2}\right)\right|_{\left.T M\right|_{Z}}$, we obtain that $\left.\left[\phi_{1}\right]_{0,3}\right|_{\left.T \nu\right|_{Z}}=\left.\phi^{0}\right|_{\left.T \nu\right|_{Z}}$ and $\left.\left[\phi_{1}\right]_{2,1}\right|_{\left.T \nu\right|_{Z}}=\left.\phi_{2,1}^{2}\right|_{\left.T \nu\right|_{Z}}$. But these forms are constant on the fibres of the bundle $T \nu \rightarrow \nu$, so that the previous equalities hold on $T \nu$.

We now obtain a local formula for $\phi_{1}$. For that purpose let us define $e_{1}=\|\theta\|^{-1} \theta$ and consider an orthonormal oriented frame $\left(e_{1}, e_{2}, e_{3}\right)$ of $T L$ on a neighbourhood $U \subset L$. Define also the $\mathrm{SU}(2)$ structure $\left(\omega_{1}^{L}, \omega_{2}^{L}, \omega_{3}^{L}\right)$ on $\nu$ by means of the equality:

$$
\left.\varphi\right|_{L}=e_{1} \wedge e_{2} \wedge e_{3}+e_{1} \wedge \omega_{1}^{L}+e_{2} \wedge \omega_{2}^{L}-e_{3} \wedge \omega_{3}^{L}
$$

More precisely, the complex structure is determined by $\omega_{1}^{L}=\left.i\left(e_{1}^{\sharp}\right) \varphi\right|_{\nu}$, that is $I(X)=e_{1}^{\sharp} \times X$ where $\times$ denotes the vector product associated to $\left.\varphi\right|_{L}$. The complex volume form is $\omega_{2}^{L}+i \omega_{3}^{L}$; note that a counterclockwise rotation of angle $\sigma$ in the plane $\left(e_{2}, e_{3}\right)$ changes $\omega_{2}^{L}+i \omega_{3}^{L}$ by the complex phase $e^{i \sigma}$. Using $\mathcal{T}$ we obtain:

$$
\phi_{1}=\pi^{*} e_{1} \wedge \pi^{*} e_{2} \wedge \pi^{*} e_{3}+\pi^{*} e_{1} \wedge \omega_{1}+\pi^{*} e_{2} \wedge \omega_{2}-\pi^{*} e_{3} \wedge \omega_{3}
$$

where the forms $\omega_{j} \in \Lambda^{2} V^{*}$ are j-invariant and satisfy $\left.\omega_{j}\right|_{Z}=\exp ^{*}\left(\omega_{j}^{L}\right)$. For fixed $p \in L$, $\left(\left.\omega_{1}\right|_{\nu_{p}},\left.\omega_{2}\right|_{\nu_{p}},\left.\omega_{3}\right|_{\nu_{p}}\right)$ determines an $\mathrm{SU}(2)$ structure on the 4 -manifold $\nu_{p}$ because the restriction $\mathrm{r}_{2}$ is an isomorphism. The associated metric on $T \nu_{p}$ is $\left.g_{1}\right|_{\nu_{p}}$ and the complex form is induced by $I$ on $\nu$ under the canonical isomorphism.

Therefore, $\left.\omega_{1}\right|_{\nu_{p}}=-\frac{1}{4} d_{\nu_{p}}\left(I\left[d r^{2}\right]_{\nu_{p}}\right)$. In addition, since the complex volume form is $d z_{1} \wedge$ $d z_{2}=\frac{1}{2} d\left(z_{1} d z_{2}-z_{2} d z_{1}\right)$ there is a j-invariant 1-form $\mu \in V^{*}$ such that $d_{\nu_{p}}\left(\left.\mu\right|_{\nu_{p}}\right)=\left.\left(\omega_{2}+i \omega_{3}\right)\right|_{\nu_{p}}$ and $\left.\mu\right|_{\left.T \nu\right|_{Z}}=0$. We decompose it as $\mu=\mu_{1}+i \mu_{2}$.

Being the restriction to the fibre $\mathrm{r}_{2}$ a monomorphism, we obtain

$$
\omega_{1}=-\frac{1}{4}\left[d\left[I d r^{2}\right]_{1,0}\right]_{2,0}, \quad \omega_{2}+i \omega_{3}=[d \mu]_{2,0}
$$

here we also denoted by $I$ the complex structure on $V^{*}$ determined by the complex structure $I(X)=e_{1}^{\sharp} \times X$ on $V=\pi^{*}(\nu)$, this depends on the splitting. Observe that the complex structure $I$ on $\nu$ satisfies $\mathrm{j} \circ I=I \circ \mathrm{j}$ and thus, the complex structure on $V^{*}$ satisfies $\mathrm{j} I \alpha=I \mathrm{j} \alpha$. In particular, $I \alpha$ is j -invariant if $\alpha$ is.

## Changing $\phi_{2}$ by $O(r)$ terms.

First of all define the 1-parameter family

$$
\phi_{2}^{t}=\phi^{0}+t^{2} \phi^{2}=F_{t}^{*}\left(\phi_{2}\right) .
$$

These forms are well-defined on $\nu$ because $\phi^{0}$ and $\phi^{2}$ are homogeneous. We now change this 1-parameter family by $O(r)$ terms so that we have an explicit local formula for it. Consider the exact j-invariant form:

$$
\beta=-\frac{1}{4} \pi^{*} \theta \wedge d\left(\left(\|\theta\|^{-1} \circ \pi\right) I\left[d r^{2}\right]_{1,0}\right)-d\left(\pi^{*} e_{2} \wedge \mu_{2}-\pi^{*} e_{3} \wedge \mu_{3}\right) \in W_{2,1} \oplus W_{1,2} \oplus W_{0,3}
$$

and note that $\phi_{1}=\pi^{*}\left(e_{1} \wedge e_{2} \wedge e_{3}\right)+[\beta]_{2,1}$. In addition, $\beta$ does not depend on the orthonormal oriented basis $\left(e_{2}, e_{3}\right)$ of $\left\langle\theta^{*}\right\rangle^{\perp}$.

We now introduce a 1-parameter family of closed j-invariant forms:

$$
\widehat{\phi}_{2}^{t}=\pi^{*}\left(e_{1} \wedge e_{2} \wedge e_{3}\right)+t^{2}[\beta]
$$

We claim that for fixed $s>0$ there exists $t_{s}>0$ such that $\widehat{\phi}_{2}^{t}$ is a $\mathrm{G}_{2}$ form on $\nu_{2 s}$ if $t<t_{s}$. To check this we compare $\widehat{\phi}_{2}^{t}$ with $F_{t}^{*} \phi_{1}$ and use Lemma 4.6 to conclude. Denote $g_{t}=F_{t}^{*}\left(g_{1}\right)$ and observe that Lemma 4.27 implies that $F_{t}^{*} \phi_{1}=\phi^{0}+t^{2} \phi_{2,1}^{2}$ and $g_{t}=t^{2} g_{2,0}+g_{0,2}$, then:

$$
\left\|F_{t}^{*} \phi_{1}-\widehat{\phi}_{2}^{t}\right\|_{g_{t}}=t\left\|[\beta]_{1,2}\right\|_{g_{1}}+t^{2}\left\|[\beta]_{0,3}\right\|_{g_{1}}
$$

so one can bound $\left\|[\beta]_{1,2}\right\|_{g_{1}},\left\|[\beta]_{0,3}\right\|_{g_{1}}$ on $\nu_{2 s}$ and choose $t_{s}>0$ such that for each $t<t_{s}$, $t\left\|[\beta]_{1,2}\right\|_{g_{1}}+t^{2}\left\|[\beta]_{0,3}\right\|_{g_{1}}<m$ where $m$ is the universal constant obtained in Lemma 4.6.

We construct a $\mathrm{G}_{2}$ form $\widehat{\phi}_{3, s}^{t}$ that interpolates $\widehat{\phi}_{2}^{t}$ with $\phi_{2}^{t}$. The parameter $s>0$ indicates that the interpolation occurs on the disk $r \leq s$ and we require that $\left.\widehat{\phi}_{3, s}^{t}\right|_{r \leq \frac{s}{2}}=\widehat{\phi}_{2}^{t}$. In subsection 4.3.4 we employ large values of the parameter.

Proposition 4.28. There is $\xi \in W_{0,2}$ such that $\|\xi\|_{g_{1}}=O\left(r^{2}\right)$ and $\phi^{2}=\beta+d \xi$.
For fixed $s>0$ there exists $t_{s}^{\prime}>0$ such that for each $t<t_{s}^{\prime}$, there is a closed j -invariant $\mathrm{G}_{2}$ form $\widehat{\phi}_{3, s}^{t}$ on $\nu_{2 s}$ that coincides with $\widehat{\phi}_{2}^{t}$ on $r \leq \frac{s}{2}$ and $\phi_{2}^{t}$ on $r \geq s$.

Proof. Write the second term of the Taylor series of $\phi$ as $\phi^{2}=\phi_{2,1}^{2}+\phi_{1,2}^{2}+\phi_{0,3}^{2}$ and note that $\phi_{2,1}^{2}=[\beta]_{2,1}$. Being $\beta$ and $\phi^{2}$ closed, we obtain $d\left(\phi_{1,2}^{2}+\phi_{0,3}^{2}\right)=d\left([\beta]_{1,2}+[\beta]_{0,3}\right)$. The Poincaré Lemma ensures that $\phi_{1,2}^{2}+\phi_{0,3}^{2}=[\beta]_{1,2}+[\beta]_{0,3}+d \xi$ with

$$
\xi_{v_{x}}=\int_{0}^{1} i\left(\mathcal{R}_{\tau v_{x}}\right)\left(\phi_{1,2}^{2}+\phi_{0,3}^{2}-[\beta]_{1,2}-[\beta]_{0,3}\right) d \tau=\int_{0}^{1} i\left(\mathcal{R}_{\tau v_{x}}\right)\left(\phi_{1,2}^{2}-[\beta]_{1,2}\right) d \tau
$$

Hence $\xi \in W_{0,2}$. One can check that $\xi$ is j-invariant by taking into account that $\phi_{1,2}^{2}-[\beta]_{1,2}$ is j -invariant and that $\mathcal{R}_{t \mathrm{j}\left(v_{x}\right)}=\mathrm{j}\left(\mathcal{R}_{t v_{x}}\right)$.

In addition $\|\xi\|_{g_{1}}=O\left(r^{2}\right)$ because $\left.\xi\right|_{Z}=0$ and $\|d \xi\|_{g_{1}} \leq\left\|\phi_{1,2}^{2}\right\|_{g_{1}}+\left\|\phi_{0,3}^{2}\right\|_{g_{1}}+\left\|[\beta]_{1,2}\right\|_{g_{1}}+$ $\left\|[\beta]_{0,3}\right\|_{g_{1}}=O(r)$. Here we used that $\left\|\phi_{1,2}^{2}\right\|_{g_{1}}=O(r),\left\|\phi_{0,3}^{2}\right\|_{g_{1}}=O\left(r^{2}\right)$, and $\left([\beta]_{1,2}+[\beta]_{0,3}\right)=$ 0 on $\left.T \nu\right|_{Z}$. To obtain the last equality observe that $\beta=d \alpha$ where $\alpha \in W_{1,1}$ vanishes on $\left.T \nu\right|_{Z}$; then use Lemma 4.24 (2).

Let $\varpi$ be a smooth function such that $\varpi=1$ if $x \leq \frac{1}{2}$ and $\varpi=0$ if $x \geq 1$, and let $\varpi_{s}(x)=\varpi\left(\frac{x}{s}\right)$. The form $\widehat{\phi}_{3, s}^{t}=\phi^{0}+t^{2} \beta+t^{2} d\left(\varpi_{s}(r) \xi\right)$ is closed and j -invariant; it coincides with $\widehat{\phi}_{2}^{t}$ on $r \leq \frac{s}{2}$ and with $\phi_{2}^{t}$ on $r \geq s$.

It is clear that $\widehat{\phi}_{3, s}^{t}$ is a $\mathrm{G}_{2}$ form on the region $r \geq s$ for $t<t_{s}$; we now check that it is also a $\mathrm{G}_{2}$ form on $r \leq s$ for some choice of $t$. We are going to compare $\widehat{\phi}_{3, \varepsilon}^{t}$ with $F_{t}^{*} \phi_{1}$ and use Lemma 4.6 to conclude the result.

Since $\varpi_{s} \xi \in W_{0,2}$ we have that $d\left(\varpi_{s} \xi\right) \in W_{1,2} \oplus W_{0,3}$. As a consequence if $t \leq 1$, then $\left\|t^{2} d\left(\varpi_{s}(r) \xi\right)\right\|_{g_{t}} \leq t\left\|d\left(\varpi_{s}(r) \xi\right)\right\|_{g_{1}}=t\left(O\left(r^{2} s^{-1}\right)+O(r)\right)$ so that:

$$
\begin{aligned}
\left\|\widehat{\phi}_{3, s}^{t}-F_{t}^{*} \phi_{1}\right\|_{g_{t}} & =t\left(\left\|[\beta]_{1,2}\right\|_{g_{1}}+t\left\|[\beta]_{0,3}\right\|_{g_{1}}+O\left(r^{2} s^{-1}\right)+O(r)\right) \\
& \leq t\left(\left\|[\beta]_{1,2}\right\|_{g_{1}}+\left\|[\beta]_{0,3}\right\|_{g_{1}}+O(r)\right)
\end{aligned}
$$

For the last equality we used that $t<1$ and that $r \leq 2 s$. Then $\widehat{\phi}_{3, s}^{t}$ is a $\mathrm{G}_{2}$ form if the parameter $t<t_{s}$ satisfies

$$
t\left(\max _{r \leq 2 s}\left(\left\|[\beta]_{1,2}\right\|_{g_{1}}+\left\|[\beta]_{0,3}\right\|_{g_{1}}+O(r)\right)<m\right.
$$

where $m$ is the constant provided by Lemma 4.6.

### 4.3.4 Resolution of $\nu / \mathrm{j}$

The resolution process is inspired in the hyperKähler resolution $N=\widetilde{\mathbb{C}^{2}} / \mathbb{Z}_{2}$ of $Y=\mathbb{C}^{2} / \mathbb{Z}_{2}$ described in subsection 4.2.2. Consider the blow-up map $\chi_{0}: N \rightarrow Y$ and the hyperKähler structure $\left(\widehat{\omega}_{1}^{a}, \chi_{0}^{*}\left(\omega_{2}^{0}\right), \chi_{0}^{*}\left(\omega_{3}^{0}\right)\right)$ on $N$. Recall that $\widehat{\omega}_{1}^{a}$ denotes the extension of $-\frac{1}{4} d I d f_{a}\left(r_{0}\right)$, where $r_{0}$ is the radial function on $\mathbb{C}^{2}$ and:

$$
\mathrm{f}_{a}(x)=\mathbf{g}_{a}(x)+2 a \log (x), \quad \mathbf{g}_{a}(x)=\left(x^{4}+a^{2}\right)^{1 / 2}-a \log \left(\left(x^{4}+a^{2}\right)^{1 / 2}+a\right)
$$

We now focus in the resolution of $\nu / \mathrm{j}$. For that purpose, consider the complex structure $I$ on $\nu$ determined by the 2 -form $\left.i\left(e_{1}^{\sharp}\right) \varphi\right|_{\nu}$ and define $P$ as the fiberwise blow-up of $\nu / \mathrm{j}$ at 0 . That is $P=P_{\mathrm{U}(2)}(\nu) \times_{\mathrm{U}(2)} N$, where $P_{\mathrm{U}(2)}(\nu)$ denotes the principal $\mathrm{U}(2)$-bundle associated to $\nu$. This construction yields projections $\chi: P \rightarrow \nu / \mathrm{j}$ and $\mathrm{pr}=\bar{\pi} \circ \chi ;$ where $\bar{\pi}: \nu / \mathrm{j} \rightarrow L$ denotes the map that $\pi: \nu \rightarrow L$ induces.

We also define $Q=\chi^{-1}(0)$; this is a $\mathbb{C P}^{1}$ bundle over $L$ that can be expressed as $Q=$ $P_{\mathrm{U}(2)}(\nu) \times{ }_{\mathrm{U}(2)} \mathbb{C P}^{1}$. Note that there is a projection $\sigma_{0}: N \rightarrow \mathbb{C P}^{1}$ that induces a complex line bundle $\sigma: P \rightarrow Q$.

A j-invariant tensor on $\nu$ descends to $\nu / \mathrm{j}$ and its pullback by $\chi$ is smooth over $P-Q$, but it may not be smooth on $P$. If the tensor preserves the complex structure $I$ on $P$ then the pullback is smooth on $P$ because $P=P_{U(2)}(\nu) \times_{\mathrm{U}(2)} N$. We choose $\nabla$ such that $\nabla I=0$, so that we can lift $\nabla$ to $P$ and define $T P=V^{\prime} \oplus H^{\prime}$; this is compatible with the splitting $T \nu=V \oplus H$ in the sense that $d \chi_{p}\left(H^{\prime}\right)=H_{\chi(p)}$, and $d \chi_{p}\left(V^{\prime}\right)=V_{\chi(p)}$ if $p \in P-Q$. In addition, $\mu_{2}, \mu_{3}, \omega_{1}, \omega_{2}, \omega_{3}$ induce forms on $\nu / \mathrm{j}$ and $\chi^{*}\left(\mu_{k}\right), \chi^{*}\left(\omega_{k}\right)$ are smooth for $k=\{2,3\}$. We shall also consider $\Lambda^{k} T^{*} P=\oplus_{i+j=k} \Lambda^{i}\left(V^{\prime}\right)^{*} \otimes \Lambda^{j}\left(H^{\prime}\right)^{*}$ and define $W_{i, j}^{\prime}=\Lambda^{i}\left(V^{\prime}\right)^{*} \otimes \Lambda^{j}\left(H^{\prime}\right)^{*}$. The projection of $\alpha$ to $W_{i, j}^{\prime}$ is denoted by $[\alpha]_{i, j}$.

In order to define a $\mathrm{G}_{2}$ structure on $P$ we need to find a resolution of $\omega_{1}$. For that purpose denote by $r$ the pullback of the radial function on $\nu$ and define:

$$
\widehat{\omega}_{1}=-\frac{1}{4} d\left(|\theta|^{-1} I\left[d \mathbf{f}_{|\theta|}(r)\right]_{1,0}\right)
$$

where $|\theta|=\|\theta\| \circ$ pr. Observe that $\mathbf{g}_{|\theta|}(r)$ is smooth on $P$ because $r^{4}$ is. In addition, $-\frac{1}{2} d I\left[d\left(\log \left(r^{2}\right)\right)\right]_{1,0}=\sigma^{*}\left(F_{Q}\right)$ on $P-Q$, where $F_{Q}$ is the curvature of the line bundle $\sigma: P \rightarrow$ $Q$. Fiberwise it coincides with the Fubini-Study form on $\mathbb{C P}^{1}$. Note also that $\operatorname{pr}^{*} \theta \wedge\left[\widehat{\omega}_{1}\right]_{2,0}=$ $-\frac{1}{4} e_{1} \wedge\left[d\left(I\left[d \mathrm{f}_{|\theta|}\right]_{1,0}\right)\right]_{2,0}$.

We now define a $\mathrm{G}_{2}$ form $\Phi_{1}^{t}$ which is near $\chi^{*}\left(F_{t}^{*} \phi_{1}\right)$ on $r>1$, this is:

$$
\Phi_{1}^{t}=\operatorname{pr}^{*}\left(e_{1} \wedge e_{2} \wedge e_{3}\right)+t^{2}[\widehat{\beta}]_{2,1}
$$

where

$$
\widehat{\beta}=\operatorname{pr}^{*} \theta \wedge \widehat{\omega}_{1}-d\left(\operatorname{pr}^{*} e_{2} \wedge \chi^{*}\left(\mu_{2}\right)-\operatorname{pr}^{*} e_{3} \wedge \chi^{*}\left(\mu_{3}\right)\right)
$$

Observe that $\beta$ does not depend on the orthonormal oriented basis $\left(e_{2}, e_{3}\right)$ of $\left\langle\theta^{*}\right\rangle^{\perp}$. In addition, the metric induced by $\Phi_{1}^{1}$ on $T P$ has the form $h_{1}=h_{2,0}+h_{0,2}$ where $h_{2,0}$ and $h_{0,2}$ are metrics on $V^{\prime}$ and $H^{\prime}$ respectively. Observe that

In addition, the metric that $\Phi_{1}^{t}$ induces is $h_{t}=t^{2} h_{2,0}+h_{0,2}$. We define a family of closed forms:

$$
\Phi_{2}^{t}=\operatorname{pr}^{*}\left(e_{1} \wedge e_{2} \wedge e_{3}\right)+t^{2} \widehat{\beta}
$$

Note that $\Phi_{2}^{t}$ is a $\mathrm{G}_{2}$ structure on $\chi^{-1}\left(\nu_{2 s}\right)$ for some $t<t_{s}^{\prime \prime}$. This is ensured by Lemma 4.6 because:

$$
\left\|\Phi_{2}^{t}-\Phi_{1}^{t}\right\|_{h_{t}}=t\left\|[\widehat{\beta}]_{1,2}\right\|_{h_{1}}+t^{2}\left\|[\widehat{\beta}]_{0,3}\right\|_{h_{1}},
$$

and one can bound $\left\|[\widehat{\beta}]_{1,2}\right\|_{h_{1}}$ and $\left\|[\widehat{\beta}]_{0,3}\right\|_{h_{1}}$ on $\chi^{-1}\left(\nu_{2 s}\right)$.
The parameter $t$ is devoted to compensate errors introduced by $\left\|[\widehat{\beta}]_{1,2}\right\|_{h_{1}}$ and $\left\|[\widehat{\beta}]_{0,3}\right\|_{h_{1}}$ that mainly come from the terms $\left[F_{Q}\right]_{1,1}$ and $\left[F_{Q}\right]_{0,2}$.
Lemma 4.29. Let $g_{1}=g_{2,0}^{0}+g_{0,2}^{2}$ be the metric on $\nu / \mathfrak{j}$. On $r>0$, we have the following:

1. $\chi_{*}\left(h_{2,0}\right)=g_{0,2}^{0}$,
2. $\left\|\chi_{*}\left(h_{2,0}\right)-g_{2,0}^{2}\right\|_{g_{2,0}^{2}}=O\left(r^{-2}\right)$.

Proof. For the first equality we consider the local $g_{0,2}^{0}$-orthonormal basis $\left(e_{1}, e_{2}, e_{3}\right)$ of $T^{*} L$ as before. Denote $\bar{\Phi}_{1}^{1}=\left(\chi^{-1}\right)^{*}\left(\Phi_{1}^{1}\right)$ on $r>0$ and observe that:

$$
\bar{\Phi}_{1}^{1}=e^{123}+e^{1} \wedge \tilde{\omega}_{1}+e^{2} \wedge \tilde{\omega}_{2}-e^{3} \wedge \tilde{\omega}_{3},
$$

where $\tilde{\omega}_{1}=\left(\chi^{-1}\right)^{*}\left[\widehat{\omega}_{1}\right]_{2,0}$, and $\tilde{\omega}_{j}=\left[d \mu_{j}\right]_{2,0}$ for $j \in\{2,3\}$. Observe that $\left(\tilde{\omega}_{1}, \tilde{\omega}_{2}, \tilde{\omega}_{3}\right)$ is an $\mathrm{SU}(2)$ structure on $V$ and therefore, $\tilde{\omega}_{1}^{2}=\tilde{\omega}_{2}^{2}=\tilde{\omega}_{3}^{2}=2 \operatorname{vol}_{V}$ and $\tilde{\omega}_{i} \wedge \tilde{\omega}_{j}=0$ if $i \neq j$. Of course, vol $_{V}$ coincides with the unit-length volume form determined by $g_{0,2}^{0}$. To conclude, we compute $h_{0,2}$ by the formula:

$$
6 \chi_{*}\left(h_{0,2}\right)\left(e_{i}^{\sharp}, e_{j}^{\sharp}\right)\left(e^{123} \wedge \operatorname{vol}_{V}\right)=i\left(e_{i}^{\sharp}\right) \bar{\Phi}_{1}^{1} \wedge i\left(e_{j}^{\sharp}\right) \bar{\Phi}_{1}^{1} \wedge \bar{\Phi}_{1}^{1} .
$$

Taking into account that $\left(\tilde{\omega}_{1}, \tilde{\omega}_{2}, \tilde{\omega}_{3}\right)$ is an $\operatorname{SU}(2)$ structure on $V$ we obtain that $\chi_{*}\left(h_{0,2}\right)\left(e_{i}, e_{j}\right)=$ 0 if $i \neq j$ and $\chi_{*}\left(h_{0,2}\right)\left(e_{i}, e_{i}\right)=1$.

For the second equality, observe that

$$
\left(\chi_{*} h_{2,0}-g_{2,0}^{2}\right)(X, Y)=-\frac{1}{4}\left[d I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}\right]_{2,0}(X, I(Y))
$$

where $\bar{f}_{a}(x)=\mathrm{f}_{a}(\sqrt{x})-x=a^{2}\left(\left(x^{2}+a^{2}\right)^{1 / 2}+x\right)^{-1}-a \log \left(\left(x^{2}+a^{2}\right)^{1 / 2}+a\right)+a \log (x)$ for $a>0$. Note that $\left|\bar{f}_{a}^{\prime}(x)\right|=O\left(x^{-1}\right)$ and $\left|\bar{f}_{a}^{\prime \prime}(x)\right|=O\left(x^{-2}\right)$.

From the expression of $\chi_{*}\left(h_{2,0}\right)-g_{2,0}^{2}$ it is enough to show that $\left\|\left[d I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}\right]_{2,0}\right\|_{g_{2,0}^{2}}=$ $O\left(r^{-2}\right)$. For our purposes we consider a complex $g_{2,0}^{2}$-unitary local trivialization $(x, y)=$ $\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, y_{4}\right) \in B \times \mathbb{R}^{4}$ of $\nu$; that is, $I(x, y)=\left(x_{1}, x_{2}, x_{3},-y_{2}, y_{1},-y_{4}, y_{3}\right)$ and the vectors that the trivialization determines have $g_{2,0}^{2}$-length one. In addition, the connection forms satisfy $I \eta_{1}=-\eta_{2}, I \eta_{3}=-\eta_{4}$; to check this one has to observe that the matrices $\left(A_{i, k}^{j}\right)_{k, j}$ defined in Remark 4.22 are complex linear because $\nabla I=0$. We now observe that $I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}=2 \bar{f}_{|\theta|}^{\prime}\left(r^{2}\right)\left(y_{1} \eta_{2}-y_{2} \eta_{1}+y_{3} \eta_{4}-y_{4} \eta_{3}\right)$. Let us define $\eta=y_{1} \eta_{2}-y_{2} \eta_{1}+y_{3} \eta_{4}-y_{4} \eta_{3} \in$ $V^{*}$ and observe that $\|\eta\|_{g_{2,0}^{2}}=O(r)$. Then,

$$
\left[d I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}\right]_{2,0}=4 \bar{f}_{|\theta|}^{\prime \prime}\left(r^{2}\right)\left(\sum_{i=1}^{4} y_{i} \eta_{i} \wedge \eta\right)+4 \bar{f}_{|\theta|}^{\prime}\left(r^{2}\right)\left(\eta_{1} \wedge \eta_{2}+\eta_{3} \wedge \eta_{4}\right) .
$$

Thus, taking into account Lemma 4.25 and the estimates for $\left|\bar{f}_{\theta \mid}^{\prime}\right|$ and $\left|\bar{f}_{\theta \mid}^{\prime \prime}\right|$, we obtain that $\left\|\left[d I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}\right]_{2,0}\right\|_{g_{2,0}^{2}}=O\left(r^{-2}\right)$.

Remark 4.30. From Lemma 4.29, one deduces that if $\alpha \in V^{*}$ then $\|\alpha\|_{\chi_{*}\left(h_{2}\right)}=(1+$ $\left.O\left(r^{-1}\right)\right)\|\alpha\|_{g_{1}}$ on $r>0$. Therefore, if $\alpha \in W_{i, j}$ then $\|\alpha\|_{\chi_{*}\left(h_{2}\right)}=\left(1+O\left(r^{-1}\right)\right)^{i}\|\alpha\|_{g_{1}}$ on $r>0$.

Proposition 4.31. There exists $s_{0}>1$, such that for each $s>s_{0}$ one can find $t_{s}^{\prime \prime \prime}$ such that for each $t<t_{s}^{\prime \prime \prime}$ there is a closed $\mathrm{G}_{2}$ structure $\Phi_{3, s}^{t}$ such that $\Phi_{3, s}^{t}=\Phi_{2}^{t}$ on $r \leq \frac{s}{8}$ and $\Phi_{3, s}^{t}=\chi^{*}\left(\hat{\phi}_{3, s}^{t}\right)$ on $r \geq \frac{s}{4}$.
Proof. On the anulus $\frac{s}{8}<r<\frac{s}{4}$ we have that:

$$
\Phi_{2}^{t}-\chi^{*}\left(\widehat{\phi}_{3, s}^{t}\right)=\frac{1}{4} t^{2} d\left(\operatorname{pr}^{*} e_{1} \wedge\left(I\left[d\left(\mathrm{f}_{|\theta|}(r)-r^{2}\right)\right]_{1,0}\right)\right) .
$$

We now let $\varpi$ be a smooth function such that $\varpi=1$ if $x \leq \frac{1}{8}$ and $\varpi=0$ if $x \geq \frac{1}{4}$ and $\varpi_{s}(x)=\varpi\left(\frac{x}{s}\right)$; then $\left|\varpi_{\varepsilon}^{\prime}\right| \leq \frac{C}{s}$. We define $\bar{f}_{a}(x)=\mathrm{f}_{a}(\sqrt{x})-x=a^{2}\left(\left(x^{2}+a^{2}\right)^{1 / 2}+x\right)^{-1}-$ $a \log \left(\left(x^{2}+a^{2}\right)^{1 / 2}+a\right)+a \log (x)$ for $a>0$ and

$$
\xi_{s}=\varpi_{s} \operatorname{pr}^{*} e_{1} \wedge\left(I d\left[\overline{\mathrm{f}}_{\theta}\left(r^{2}\right)\right]_{1,0}\right) .
$$

The form $d \xi_{s}$ lies in $W_{2,1} \oplus W_{1,2} \oplus W_{0,3}$. We claim that on $r>1$ :

$$
\begin{aligned}
&\left\|\left[d \xi_{s}\right]_{2,1}\right\|_{h_{1}}=\left\|\varpi_{s} \operatorname{pr}^{*} e_{1} \wedge\left[d I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0}\right]_{2,0}+\left[d \varpi_{s}\right]_{1,0} \wedge \operatorname{pr}^{*} e_{1} \wedge I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0}\right\|_{h_{1}} \\
&= O\left(r^{-2}\right)+O\left(r^{-1} s^{-1}\right), \\
&\left\|\left[d \xi_{s}\right]_{1,2}\right\|_{h_{1}}= \| \varpi_{s} \operatorname{pr}^{*} e_{1} \wedge\left[d I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0}\right]_{1,1}+\varpi_{s} \operatorname{pr}^{*}\left(d e_{1}\right) \wedge I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0} \\
&+\left[d \varpi_{s}\right]_{0,1} \wedge \operatorname{pr}^{*} e_{1} \wedge I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0} \|_{h_{1}}=O\left(r^{-1}\right)+O\left(s^{-1}\right), \\
&\left\|\left[d \xi_{s}\right]_{0,3}\right\|_{h_{1}}=\left\|\varpi_{s} \operatorname{pr}^{*} e_{1} \wedge\left[d I\left[d \overline{\mathrm{f}}_{|\theta|}(r)\right]_{1,0}\right]_{0,2}\right\|_{h_{1}}=O(1) .
\end{aligned}
$$

We now prove some of the estimates. For that purpose, we take into account that $\left\|[\alpha]_{i, j}\right\|_{h_{1}}=\left\|\left(\chi^{-1}\right)^{*}[\alpha]_{i, j}\right\|_{\chi_{*}\left(h_{1}\right)}$ on $r>1$. To ease notations we identify $[\alpha]_{i, j} \in W_{i, j}^{\prime}$ with $\left(\chi^{-1}\right)^{*}[\alpha]_{i, j} \in W_{i, j}$. Following this notation, the formulas that we check are:

$$
\begin{aligned}
& \left\|\left[d \varpi_{s}\right]_{1,0} \wedge \operatorname{pr}^{*} e_{1} \wedge I\left[d \bar{f}_{|\theta|}(r)\right]_{1,0}\right\|_{\chi_{*}\left(h_{1}\right)}=O\left(r^{-1} s^{-1}\right), \\
& \left.\|\left[d \varpi_{\sigma}\right]_{0,1} \wedge \operatorname{pr}^{*} e_{1} \wedge I[d \bar{f}|\theta| \mid \theta)\right]_{1,0} \|_{\chi_{*}\left(h_{1}\right)}=O\left(s^{-1}\right) .
\end{aligned}
$$

These terms appear in the second and third estimates; the remaining are proved similarly. According to Remark 4.30, it is sufficient to prove the estimates on the $g_{1}$-norm. For instance, if we check $\left\|\left[d \varpi_{s}\right]_{1,0} \wedge \operatorname{pr}^{*} e_{1} \wedge I\left[d \bar{f}_{|\theta|}(r)\right]_{1,0}\right\|_{g_{1}}=O\left(r^{-1} s^{-1}\right)$ on $r>1$, then $\|\left[d \varpi_{s}\right]_{1,0} \wedge \operatorname{pr}^{*} e_{1} \wedge$ $I\left[d \bar{f}_{|\theta|}(r)\right]_{1,0} \|_{\chi_{*}\left(h_{1}\right)}=\left(1+O\left(r^{-1}\right)\right)^{2} O\left(r^{-1} s^{-1}\right)=O\left(r^{-1} s^{-1}\right)$ on $r>1$.

For that purpose, we consider a complex $g_{2,0}^{2}$-unitary local trivialization of $\nu$ :

$$
(x, y)=\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, y_{4}\right) \in B \times \mathbb{R}^{4},
$$

as in the proof of Lemma 4.29 . According to Lemma 4.25, we have: $\left\|I\left[d \bar{f}_{|\theta|}\left(r^{2}\right)\right]_{1,0}\right\|_{g_{1}}=$ $2\left|\bar{f}_{\theta \mid}^{\prime}\left(r^{2}\right)\right|\left\|y_{1} \eta_{2}-y_{2} \eta_{1}+y_{3} \eta_{4}-y_{4} \eta_{3}\right\|_{g_{1}}=O\left(r^{-1}\right)$. In addition, we compute:

$$
\begin{aligned}
& {\left[d \varpi_{s}\right]_{1,0}=\sum_{i=1}^{4} \varpi_{s}^{\prime}(r) \frac{y_{i}}{r} \eta_{i},} \\
& {\left[d \varpi_{s}\right]_{1,0}=-\sum_{i=1}^{4} \sum_{j=1}^{3} \varpi_{s}^{\prime}(r) \frac{y_{i}}{r} A_{j}^{i}(x, y) d x_{j} .}
\end{aligned}
$$

Taking into account that $\left\|A_{j}^{i}(x, y)\right\|_{g_{1}}=O(r)$ we obtain that $\left\|\left[d \varpi_{\sigma}\right]_{1,0}\right\|_{g_{1}}=O\left(s^{-1}\right)$, and that $\left\|\left[d \varpi_{\sigma}\right]_{0,1}\right\|_{g_{1}}=O\left(r s^{-1}\right)$. A multiplication yields the desired estimates.

Our previous discussion leads to:

$$
\left\|t^{2} d \xi_{s}\right\|_{h_{t}}=O\left(r^{-2}\right)+O\left(r^{-1} s^{-1}\right)+t\left(O\left(r^{-1}\right)+O\left(s^{-1}\right)\right)+t^{2} O(1)
$$

Take $s_{0}$ such that for each $0<t<1$ and $s>s_{0}$ it holds that $\mid O\left(r^{-2}\right)+O\left(r^{-1} s^{-1}\right)+$ $t\left(O\left(r^{-1}\right)+O\left(s^{-1}\right)\right) \left\lvert\,<\frac{m}{4}\right.$ on $\frac{s}{8} \leq r \leq \frac{s}{4}$. Let $s>s_{0}$ and take $t_{s}^{\prime \prime}<t_{s}$ such that $\left|t^{2} O(1)\right|<\frac{m}{2}$ and $\left\|\Phi_{2}^{t}-\Phi_{1}^{t}\right\|_{h_{t}}<\frac{m}{2}$ on $\chi^{-1}\left(\nu_{2 s}\right)$; this is possible as we argued before. Define the closed form

$$
\Phi_{3, s}^{t}=\Phi_{2}^{t}-\frac{t^{2}}{4} d \xi_{s},
$$

which coincides with $\Phi_{2}^{t}$ if $r \leq \frac{s}{8}$ and with $\chi^{*}\left(\hat{\phi}_{3, s}^{t}\right)$ if $r \geq \frac{s}{4}$. On the neck $\frac{s}{8} \leq r \leq \frac{s}{4}$ we have that:

$$
\left\|\Phi_{3, s}^{t}-\Phi_{1}^{t}\right\|_{h_{t}} \leq\left\|\Phi_{3, s}^{t}-\Phi_{2}^{t}\right\|_{h_{t}}+\left\|\Phi_{2}^{t}-\Phi_{1}^{t}\right\|_{h_{t}}<m .
$$

The statement is therefore proved.
The map $F_{t} \circ \chi$ allows us to glue an annulus around the zero section on $\left(\nu / \mathrm{j}, \phi_{2}\right)$ and an annulus around $Q$ on ( $P, \widehat{\Phi}_{2}^{t}$ ); this yields a resolution.
Theorem 4.32. There exists a closed $\mathrm{G}_{2}$ resolution $\rho: \tilde{X} \rightarrow X$. In addition, let us denote $D_{s}(Q)$ the $s$-disk of $P$ centered at $Q$; then

$$
\tilde{X}=X-\exp \left(\nu_{\varepsilon} / \mathrm{j}\right) \cup_{\exp \circ F_{t} \circ \chi} D_{s}(Q)
$$

for some $\varepsilon>0, t>0$ and $s>0$.
Proof. Let $\varepsilon_{0}<R$ and $s_{0}>0$ be the values provided by Proposition 4.26 and 4.31 Fix $s>s_{0}$ and choose $t<t_{s}^{\prime \prime \prime}$ with $s t=\frac{\varepsilon}{4}$ for some $\varepsilon<\varepsilon_{0}$. The map $F_{t} \circ \chi$ identifies $s \leq r \leq 2 s$ on $P$ with $\frac{\varepsilon}{4} \leq r \leq \frac{\varepsilon}{2}$ on $\nu / \mathrm{j}$.

Consider the $\mathrm{G}_{2}$ forms $\Phi_{3, s}^{t}$ on $\chi^{-1}\left(\nu_{2 s} / \mathrm{j}\right)$ and $\phi_{3, \varepsilon}$ on on $\nu_{2 \varepsilon} / \mathrm{j}$; on the annulus $s \leq r \leq 2 s$ of $\chi^{-1}\left(\nu_{2 s} / \mathrm{j}\right)$ we have that $\Phi_{3, s}^{t}=\chi^{*}\left(\hat{\phi}_{3, s}^{t}\right)=\phi_{2}^{t}$ and on $\frac{\varepsilon}{4} \leq r \leq \frac{\varepsilon}{2}$ on $\nu / \mathrm{j}$ we have that $\phi_{3, \varepsilon}=\phi_{2}$.

Being $\left(F_{t} \circ \chi\right)^{*} \phi_{2}=\chi^{*}\left(\phi_{2}^{t}\right)$, the $\mathrm{G}_{2}$ structure is well defined on the resolution.
Remark 4.33. The radius of the disc $r \leq 2 s$ with respect to the metric $h_{t}$ is $2 s t$. For fixed $s_{0}>0$ the map $F_{t} \circ \chi$ identifies $0<r \leq 2 s_{0}$ on $P$ with $0<r \leq 2 s_{0} t$ on $\nu$; therefore if we choose $t \rightarrow 0$ then the size of the exceptional divisor decreases.

### 4.4 Topology of the resolution

This section is devoted to understanding the cohomology algebra of the resolution; we shall make use of real coefficients and denote by $H^{*}(M)$ the algebra $H^{*}(M, \mathbb{R})$. We start by describing $H^{*}(\widetilde{X})$ in terms of $H^{*}(X)$ and $H^{*}(L)$ and we then compute the induced product on it.

The fibre bundle $\nu$ is topologically trivial; this follows from the fact that every 3 manifold is parallelizable. For a proof see [75, Remark 2.14]. However, it might not be trivial as a complex bundle as we shall deduce from the computation of its total Chern class.

Let us suppose for a moment that $L$ is connected; then $L$ is the mapping torus of diffeomorphism $\psi: \Sigma \rightarrow \Sigma$, where $\Sigma$ is an orientable surface of genus $g$. In section 4.3 we denoted by q: $\Sigma \times[0,1] \rightarrow L$ the quotient projection, and by b: $L \rightarrow S^{1}$ the bundle projection. We also chose that $\theta=\mathrm{b}^{*}\left(\theta_{0}\right)$ with $\theta_{0}$ the angular form on $S^{1}$.

In Proposition 4.34 we compute the total Chern class of $\nu$ by observing first that $\nu$ admits a section and thus $\nu=\mathbb{C} \oplus \operatorname{ker} \theta$; where $\mathbb{C}$ denotes the trivial line bundle over $L$. Then we identify $\operatorname{ker}(\theta)$ with the tangent space of the fibres taking into account that $\theta=\mathrm{b}^{*}\left(\theta_{0}\right)$. A formula for $c(\nu)$ follows from these remarks.

In order to state the result it shall be useful to note that 2 -forms on $\Sigma$ determine closed 2 -forms on $L$. More precisely, let us consider $\varpi:[0,1] \rightarrow \mathbb{R}$ a bump function with $\left.\varpi\right|_{[0,1 / 4]}=0$ and $\left.\varpi\right|_{[3 / 4,1]}=1$. Let $\beta \in \Omega^{2}(\Sigma)$ and let $\alpha \in \Omega^{1}(\Sigma)$ such that $\psi^{*} \beta=\beta+d \alpha$; note that this is possible because $\psi^{*}=\operatorname{Id}$ on $H^{2}(\Sigma)$. Then $\bar{\beta}=\beta+d(\varpi(t) \alpha) \in \Omega^{2}(\Sigma \times[0,1])$ induces a 2 -form on $L$ via the push-forward. Of course, one can show that the cohomology class of $\bar{\beta}$ does not depend on $\alpha$. In addition, from the Mayer-Vietoris long exact sequence we deduce that $\left[\mathrm{q}_{*}(\bar{\beta})\right] \neq 0$ if $[\beta] \neq 0$.

We denote by $\omega_{\Sigma} \in \Omega^{2}(L)$ a closed 2 -form induced by a volume form $\operatorname{vol}_{\Sigma}$ of $\Sigma$ that integrates to 1 on $\Sigma$. This class represents the Poincare dual of a circle $C \subset L$ such that $\mathrm{q}\left(\left\{p_{0}\right\} \times[0,1]\right) \subset C$ and $C-\mathrm{q}\left(\left\{p_{0}\right\} \times\{0\}\right)$ is an embedded line on $\mathrm{q}(\Sigma \times\{0\})$ if it is not a point.

Proposition 4.34. The total Chern class of $\nu$ is $c(\nu)=1+(2-2 g)\left[\omega_{\Sigma}\right]$.
Proof. Let $\times$ be the cross product on $\left.T M\right|_{L}$ determined by $\varphi$. Consider on $E=\operatorname{ker}(\theta) \subset T L$ the complex structure $\mathrm{J} W=W \times e_{1}^{\sharp}$, where $e_{1}=\|\theta\|^{-1} \theta$. This is well-defined because $\times$ defines a cross product on $T_{p} L$ and if $\theta(X)=0$, then $X \times e_{1}^{\sharp} \perp e_{1}^{\sharp}$. Recall also that the complex structure on $\nu$ is: $I(v)=e_{1}^{\sharp} \times v$.

We prove that there is an isomorphism of complex vector bundles:

$$
\underline{\mathbb{C}} \oplus E \rightarrow \nu
$$

A nowhere-vanishing section $s: L \rightarrow \nu$ exists because $\operatorname{dim} L=3<4=\operatorname{rk}(\nu)$; we define the isomorphism $\mathbb{C} \oplus E \rightarrow \nu$,

$$
\left(z_{1}+i z_{2}, W\right) \longmapsto z_{1} s+z_{2} e_{1}^{\sharp} \times s+W \times s
$$

In order to check that the isomorphism is complex linear one uses the equality [104, Lemma 2.9]:

$$
u \times(v \times w)+v \times(u \times w)=g(u, w) v+g(v, w) u-2 g(u, v) w
$$

where $g$ denotes the restriction to $\nu$ of the metric on $M$. In our case taking $u=e_{1}^{\sharp}, v=s$ and $w=W$ we obtain that $e_{1}^{\sharp} \times(W \times s)=\left(W \times e_{1}^{\sharp}\right) \times s$.

From the isomorphism we get that $c(\nu)=c(\mathbb{C}) c(E)=1+c_{1}(E)$. We now compute $c_{1}(E)$; note that $E$ is the vertical distribution $d \mathrm{q}(T \Sigma \times[0,1]) \subset T M$. First consider a compactly supported 2-form $v \in \Omega^{2}(T \Sigma)$ representing the Thom class of the bundle $T \Sigma \rightarrow S$ that integrates to 1 over the fibres. Being the diffeomorphism $d \psi: T \Sigma \rightarrow T \Sigma$ volume-preserving we obtain that $(d \psi)^{*} v$ is also a compactly-supported 2 -form that integrates to 1 over the fibres. Thus, $(d \psi)^{*} v=v+d \alpha$ for some compactly-supported $\alpha \in \Omega^{1}(T \Sigma)$. In addition let $s_{0}: \Sigma \rightarrow T \Sigma$ be the zero section; then $\left[s_{0}^{*}(v)\right]=(2-2 g)\left[\operatorname{vol}_{\Sigma}\right]$.

The push-forward $\mathrm{q}_{*}(v+d(\varpi \alpha)) \in \Omega^{2}(E)$ of course induces the Thom class of $E$. Being $s[p, t]=d \mathrm{q}_{(p, t)}\left(s_{0}(p, t)\right)$ the zero section of $E$ we obtain:

$$
c_{1}(E)=s^{*}\left[\mathrm{q}_{*}(v+d(\varpi \alpha))\right]=\left[q_{*}\left(s_{0}^{*} v+d\left(\varpi s_{0}^{*} \alpha\right)\right)\right]=(2-2 g)\left[\omega_{\Sigma}\right]
$$

To obtain the last equality we have taken into account that $s_{0}^{*}(d \varpi)=0, s_{0}^{*}\left(\psi^{*} v\right)=s_{0}^{*} v+$ $d\left(s_{0}^{*} \alpha\right)$ and $\left[s_{0}^{*}(v)\right]=(2-2 g)\left[\operatorname{vol}_{\Sigma}\right]$.

The projectivized bundle of $\nu$ coincides with $Q$ because $\mathbb{P}(\nu)=P_{\mathrm{U}(2)}(\nu) \times_{\mathrm{U}(2)} \mathbb{C P}^{1}=Q$. An obstruction-theoretic argument ensures that it is trivial:

Lemma 4.35. The bundle $Q \rightarrow L$ is trivial.
Proof. First recall that the spaces Diff( $S^{2}$ ) and $\mathrm{SO}(3)$ have the same homotopy type. Classifying $S^{2}$ bundles is therefore equivalent to classifying rank 3 vector bundles. In our case, denoting by $E=\operatorname{ker}(\theta)$ as in the proof of Proposition 4.34 if $g_{\alpha \beta} \in S O(2)$ are the transition functions of $E$, taking into account the diffeomorphism $\mathbb{C P}^{1} \rightarrow S^{2}$ one can compute that the transition functions of $Q$ are

$$
h_{\alpha \beta}(x)\left(v_{1}, v_{2}, v_{3}\right)=\left(g_{\alpha \beta}\left(v_{1}, v_{2}\right), v_{3}\right)
$$

Therefore, the associated rank 3 vector bundle $V$ has transition functions $g_{\alpha \beta} \times \mathrm{Id} \in \mathrm{SO}(3)$. This is trivial if and only if $Q$ is. We now observe that $V$ is trivial if and only if its second Stiefel-Withney class vanishes. For that purpose consider a CW-decomposition,

$$
L=\cup_{k=0}^{3} L^{k} .
$$

Then $\left.V\right|_{L^{1}}$ is trivial because $\mathrm{SO}(3)$ is connected. The trivialization extends to $L^{2}$ if the primary obstruction cocycle is exact; this coincides with the second Stiefel-Whitney class (see [63 Proposition 3.21]). If it vanishes, then the last obstruction cocycle lies in the cohomology group $H^{3}\left(L, \pi_{2}(\mathrm{SO}(3))\right)=0$ and therefore the trivialization extends to $L$.

We now compute the second Stiefel-Whitney class of $V$. Regarding the transition functions $V=E \oplus \mathbb{R}$ and thus $w_{2}(V)=w_{2}(E)$. Being $E$ a complex vector bundle, we obtain $w_{2}(E)=c_{1}(E)(\bmod 2)=(2-2 g) \omega_{\Sigma}(\bmod 2)=0$.

Using Proposition 4.34 we re-state a well known fact. For that purpose consider the tautological bundle associated to $\nu$ :

$$
\bar{P}=P_{\mathrm{U}(2)}(\nu) \times_{\mathrm{U}(2)} \widetilde{\mathbb{C}}^{2} .
$$

Denote frames in $P_{\mathrm{U}(2)}(\nu)$ by $F$. There is a well-defined $\mathbb{Z}_{2}$ action on $\bar{P}$, determined by $\left[F,\left(z_{1}, z_{2}, \ell\right)\right] \longmapsto\left[F,\left(-z_{1},-z_{2}, \ell\right)\right]$. The quotient $\bar{P} / \mathbb{Z}_{2}$ coincides with $P$. We denote by $\varrho: \bar{P} \rightarrow P$ the projection.

Proposition 4.36. Let $\mathrm{e}(\bar{P})$ be the Euler class of the line bundle $\bar{P} \rightarrow Q$. Denote by $H^{*}(L)[\mathbf{x}]$ the algebra of polynomials with coeffiecients in $H^{*}(L)$ The map:

$$
F: H^{*}(L)[\mathbf{x}] /\left\langle\mathbf{x}^{2}+(2-2 g)\left[\omega_{\Sigma}\right] \mathbf{x}\right\rangle \rightarrow H^{*}(Q), \quad F(\beta)=\operatorname{pr}^{*} \beta, F(\mathbf{x})=\mathrm{e}(\bar{P}),
$$

is an isomorphism of algebras.
Proof. The conclussion follows from Proposition 4.34 and formula (20.7) of p. 170 in [19].
Recall that we denoted the projection by pr: $P \rightarrow L$. Consider $\tau \in \Omega^{2}(\bar{P})$ the Thom 2 -form of the line bundle $\bar{P} \rightarrow Q$ and note that we can suppose that $\tau$ is $\mathbb{Z}_{2}$-invariant because the involution preserves the orientation on the fibres. From Proposition 4.36 we obtain:

$$
[\tau \wedge \tau]=-(2-2 g)\left[(\varrho \circ \mathrm{pr})^{*} \omega_{\Sigma} \wedge \tau\right] .
$$

We also denote by $\tau$ the pushforward $\varrho_{*} \tau \in \Omega(P)$; on $H^{*}(P)$ it also satisfies that:

$$
[\tau \wedge \tau]=-(2-2 g)\left[\operatorname{pr}^{*} \omega_{\Sigma} \wedge \tau\right] .
$$

Of course, we can extend $\tau$ to a 2 -form on $\widetilde{X}$ and it corresponds to the Poincaré dual of $Q$.
We now compute the cohomology of $\widetilde{X}$; for this we do not assume that $L$ is connected and we denote by $L_{1}, \ldots, L_{r}$ its connected compontents. Each $L_{i}$ is the mapping torus of a diffeomorphism $\psi_{i}: \Sigma_{i} \rightarrow \Sigma_{i}$, where $\Sigma_{i}$ is an orientable surface of genus $g_{i}$; we denote by $\omega_{i}$ the 2 -form $\omega_{\Sigma_{i}}$ as constructed before. We also denote $Q_{i}=\left.Q\right|_{L_{i}}, P_{i}=\left.P\right|_{L_{i}}$ and $\tau_{i}$ the Thom form of $Q_{i} \subset P_{i}$.

Proposition 4.37. There is a split exact sequence:

$$
0 \longrightarrow H^{*}(X) \xrightarrow{\pi^{*}} H^{*}(\tilde{X}) \longrightarrow \oplus_{i=1}^{r} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle \longrightarrow 0
$$

where $\mathbf{x}_{i}$ has degree two.
Proof. The existence of such exact sequence is contained in the proof of [75, Proposition $6.1]$; we outline it. Consider the long exact sequence of pairs $(X, L)$ and $(\widetilde{X}, Q)$. There is a commutative diagram:


Here we denoted the inclusions $e_{L}: L \rightarrow X$ and $e_{Q}: Q \rightarrow \widetilde{X}$. The first and fourth columns are isomorphisms; these correspond to the identity map. The third column is injective with cokernel $\oplus_{i} H^{*}\left(Q_{i}\right) / H^{*}\left(L_{i}\right)$; this is isomorphic to $\oplus_{i} H^{k-2}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle$, because $Q_{i}=L_{i} \times S^{2}$. Thus we get a commutative diagram with exact columns:


Of course, $\bar{e}_{Q}$ is the action induced by $e_{Q}^{*}$ on the quotient. In addition, the fact that first and fourth columns are the identity implies that $\operatorname{Im}\left(e_{L}^{*}\right)=\operatorname{Im}\left(e_{Q}^{*}\right)$.

The Snake Lemma ensures that there is an exact sequence:

$$
0 \rightarrow \operatorname{ker}\left(e_{L}^{*}\right) \rightarrow \operatorname{ker}\left(e_{Q}^{*}\right) \rightarrow \operatorname{ker}\left(\bar{e}_{Q}\right) \rightarrow \operatorname{Coker}\left(e_{L}^{*}\right) \rightarrow \operatorname{Coker}\left(e_{Q}^{*}\right) \rightarrow \operatorname{Coker}\left(\bar{e}_{Q}\right) \rightarrow 0
$$

The maps are induced by $\pi^{*}$, except for the connecting map $\operatorname{ker}\left(\bar{e}_{Q}\right) \rightarrow \operatorname{Coker}\left(e_{L}\right)$. The $\operatorname{map} \pi^{*}: \operatorname{ker}\left(e_{L}^{*}\right) \rightarrow \operatorname{ker}\left(e_{Q}^{*}\right)$ is an isomorphism because the first column is an isomorphism and the diagram is commutative. In addition, taking into account that the fourth column is an isomorphism and that the diagram is commutative one can also check that $\pi^{*}$ is an isomorphism between $\operatorname{Im}\left(D_{1}\right)$ and $\operatorname{Im}\left(D_{2}\right)$. Moreover:

$$
\operatorname{Im}\left(D_{1}\right)=\oplus_{i} H^{*}\left(L_{i}\right) / \operatorname{ker}\left(D_{1}\right)=\oplus_{i} H^{*}\left(L_{i}\right) / \operatorname{Im}\left(e_{L}^{*}\right)=\operatorname{Coker}\left(e_{L}^{*}\right)
$$

and the isomorphism is induced by the map that $\pi^{*}$ induces on the quotient. Similarly, $\operatorname{Coker}\left(e_{Q}^{*}\right)$ is isomorphic to $\operatorname{Im}\left(D_{2}\right)$ via $\pi^{*}$. This means that $\operatorname{ker}\left(\bar{e}_{Q}\right)=0=\operatorname{Coker}\left(\bar{e}_{Q}\right)$ so,

$$
\operatorname{Coker}\left(\pi^{*}\right)=\oplus_{i} H^{*-2}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle .
$$

Consider $\tau_{i}$ the Poincaré dual of $Q_{i} \subset \tilde{X}$ as constructed before. Then,

$$
\beta \otimes \mathbf{x}_{i} \longmapsto \operatorname{pr}^{*}(\beta) \tau_{i}
$$

is a splitting of the previous exact sequence.
This result implies that there is an isomorphism of vector spaces between $H^{*}(\tilde{X})$ and $H^{*}(X) \oplus \oplus_{i=1}^{r} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle$. The algebra structure of $H^{*}(\widetilde{X})$ induces an algebra structure on $H^{*}(X) \oplus \oplus_{i=1}^{r} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle$ that we compute in Proposition 4.38. This is necessary in order to decide whether the resolution $\widetilde{X}$ is formal or not, because the formality condition involves products of cohomology classes.

Proposition 4.38. There is an isomorphism

$$
H^{*}(\widetilde{X})=H^{*}(X) \bigoplus \oplus_{i=1}^{r} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle .
$$

Let $\alpha, \beta \in H^{*}(X), \gamma_{i} \in H^{*}\left(L_{i}\right), \gamma_{j}^{\prime} \in H^{*}\left(L_{j}\right)$ and let $e_{i}: L_{i} \rightarrow X$ be the inclusion. The wedge product on $H^{*}(\widetilde{X})$ determines the following product on the left hand side:

1. $\alpha \beta=\alpha \wedge \beta$,
2. $\alpha\left(\gamma_{i} \otimes \mathbf{x}_{i}\right)=\left(e_{i}^{*}(\alpha) \wedge \gamma_{i}\right) \otimes \mathbf{x}_{i}$,
3. $\left(\gamma_{i} \otimes \mathbf{x}_{i}\right)\left(\gamma_{j}^{\prime} \otimes \mathbf{x}_{i}\right)=0$ if $i \neq j$,
4. $\left(\gamma_{i} \otimes \mathbf{x}_{i}\right)\left(\gamma_{i}^{\prime} \otimes \mathbf{x}_{i}\right)=-2\left(\gamma_{i} \wedge \gamma_{i}^{\prime}\right) P D\left[L_{i}\right]-\left(2-2 g_{i}\right)\left(\omega_{i} \otimes \mathbf{x}_{i}\right)$.

Proof. Let s: $\oplus_{i=1}^{r} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle \rightarrow H^{*}(\widetilde{X})$ be the splitting map constructed in the proof of Proposition 4.37. Then, the isomorphism is determined by:

$$
\mathrm{T}=\left(\rho^{*}, s\right): H^{*}(X) \bigoplus \oplus_{i=1} H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle \rightarrow H^{*}(\widetilde{X})
$$

In order to obtain a formula for the product between forms $\eta, \eta^{\prime}$ we have to compute $(\mathrm{T})^{-1}\left(\mathrm{~T} \eta \wedge \mathrm{~T} \eta^{\prime}\right)$. All the statements are evident except for the last one. We only check $\mathbf{x}_{i}^{2}=-2 P D\left[L_{i}\right]-\left(2-2 g_{i}\right)\left(\omega_{i} \otimes \mathbf{x}_{i}\right)$, the announced formula is deduced from this and the fact that $H^{*}(\widetilde{X})$ is an algebra. First of all, $\mathrm{Tx}_{i} \wedge \mathrm{Tx}_{i}=\left[\tau_{i} \wedge \tau_{i}\right]$; we now compute $\mathrm{T}^{-1}\left[\tau_{i} \wedge \tau_{i}\right]$. On the one hand taking into account the equality

$$
\left[\tau_{i} \wedge \tau_{i}\right]=-\left(2-2 g_{i}\right)\left[\operatorname{pr}^{*}\left(\omega_{i}\right) \wedge \tau_{i}\right],
$$

we obtain that the restriction of $\mathrm{T}^{-1}\left[\tau_{i} \wedge \tau_{i}\right]$ to $H^{*}\left(L_{i}\right) \otimes\left\langle\mathbf{x}_{i}\right\rangle$ is $-\left(2-2 g_{i}\right)\left(\omega_{i} \otimes \mathbf{x}_{i}\right)$. On the other hand, note first that if $x \in L_{i}$ then $\left.\tau_{i}\right|_{P_{x}}$ is the Thom form of $Q_{x} \subset P_{x}$ because $\tau_{i}$ is the Thom form of $Q_{i} \subset P_{i}$. Thus:

$$
\int_{P_{x}} \tau_{i} \wedge \tau_{i}=\left[Q_{x}\right]\left[Q_{x}\right]=-2 .
$$

The restriction of $\mathrm{T}^{-1}\left[\tau_{i} \wedge \tau_{i}\right]$ to $H^{*}(X)$ has compact support around $L_{i}$ and

$$
\int_{\nu_{x}} \rho^{*}\left(\tau_{i} \wedge \tau_{i}\right)=\int_{\nu_{x}-0} \rho^{*}\left(\tau_{i} \wedge \tau_{i}\right)=\int_{P_{x}-Q_{x}} \tau_{i} \wedge \tau_{i}=\int_{P_{x}} \tau_{i} \wedge \tau_{i}=-2
$$

The restriction in thus equal to $-2 P D\left[L_{i}\right]$.

### 4.5 Non-formal compact $\mathrm{G}_{2}$ manifold with $b_{1}=1$

Nilpotent Lie algebras that have a closed left-invariant $\mathrm{G}_{2}$ structure are classified in [34]; from these one obtain nilmanifolds with an invariant closed $G_{2}$ structure. Of course, excluding the 7 -dimensional torus, these are non-formal and have $b_{2} \geq 2$. From a $\mathbb{Z}_{2}$ action on a nilmanifold, in [47] authors construct a formal orbifold whose isotropy locus are 16 disjoint 3 -tori; then they prove that its resolution is also formal. In this section we follow the same process to construct first a non-formal $\mathrm{G}_{2}$ orbifold with $b_{1}=1$ from a nilmanifold; its isotropy locus consists of 16 disjoint non-formal nilmanifolds. Later we prove that its resolution is also non-formal and does not admit any torsion-free $G_{2}$ structure.

### 4.5.1 Orbifold with $b_{1}=1$

Let us consider the Lie algebra $\mathfrak{g}$ with structure equations

$$
(0,0,0,12,23,-13,-2(16)+2(25)+2(26)-2(34))
$$

and let $\left(e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}, e_{7}\right)$ be the generators of $\mathfrak{g}$ that satisfy the structure equations, that is, $\left[e_{1}, e_{2}\right]=-e_{4},\left[e_{2}, e_{3}\right]=-e_{5}$ and so on. Recall that the simply connected Lie group $G$ associated to $\mathfrak{g}$ is the vector space $\mathfrak{g}$ endowed with the product $*$ determined by the Baker-Campbell-Hausdorff formula.
Remark 4.39. The Lie algebra $\mathfrak{g}$ belongs to the 1 -parameter family of algebras $147 E 1$ listed in Gong's classification [58]; we choose the parameter $\lambda=2$. The associated Lie group admits an invariant closed $\mathrm{G}_{2}$ structure as proved in [34].

Define $u_{1}=e_{1}, u_{2}=e_{2}, u_{3}=e_{3}, u_{4}=\frac{1}{2} e_{4}, u_{5}=\frac{1}{2} e_{5}, u_{6}=\frac{1}{2} e_{6}$ and $u_{7}=\frac{1}{6} e_{7}$.
Proposition 4.40. If $x=\sum_{k=1}^{7} \lambda_{k} u_{k}$ and $y=\sum_{k=1}^{7} \mu_{k} u_{k}$ then

$$
\begin{aligned}
x * y= & \left(\lambda_{1}+\mu_{1}\right) u_{1}+\left(\lambda_{2}+\mu_{2}\right) u_{2}+\left(\lambda_{3}+\mu_{3}\right) u_{3}+\left(\lambda_{4}+\mu_{4}-\left(\lambda_{1} \mu_{2}-\lambda_{2} \mu_{1}\right)\right) u_{4} \\
& +\left(\lambda_{5}+\mu_{5}-\left(\lambda_{2} \mu_{3}-\lambda_{3} \mu_{2}\right)\right) u_{5}+\left(\lambda_{6}+\mu_{6}+\left(\lambda_{1} \mu_{3}-\lambda_{3} \mu_{1}\right)\right) u_{6} \\
& +\left(\lambda_{7}+\mu_{7}+\left(\lambda_{1}-\mu_{1}-\lambda_{2}+\mu_{2}\right)\left(\lambda_{1} \mu_{3}-\lambda_{3} \mu_{1}\right)-\left(\lambda_{3}-\mu_{3}\right)\left(\lambda_{1} \mu_{2}-\mu_{2} \lambda_{1}\right)\right) u_{7} \\
& +\left(-\left(\lambda_{2}-\mu_{2}\right)\left(\lambda_{2} \mu_{3}-\lambda_{3} \mu_{2}\right)+3\left(\lambda_{1} \mu_{6}+\lambda_{6} \mu_{1}\right)\right) u_{7} \\
& +\left(-3\left(\lambda_{2} \mu_{5}-\lambda_{5} \mu_{2}\right)-3\left(\lambda_{2} \mu_{6}-\lambda_{6} \mu_{2}\right)+3\left(\lambda_{3} \mu_{4}+\lambda_{4} \mu_{3}\right)\right) u_{7} .
\end{aligned}
$$

Proof. Being $\mathfrak{g}$ is 3-step, the Baker-Campbell-Hausdorff formula yields:

$$
x * y=x+y+\frac{1}{2}[x, y]+\frac{1}{12}([x,[x, y]]-[y,[x, y]]) .
$$

Taking into account that $u_{7} \in Z(\mathfrak{g})$ and that $\left[u_{i},\left[u_{j}, u_{k}\right]\right]=0$ if $i \geq 4$ or $j \geq 4$ or $k \geq 4$, it follows:

$$
\begin{aligned}
x * y= & \sum_{k=1}^{7}\left(\lambda_{k}+\mu_{i}\right) u_{i}+\frac{1}{2} \sum_{1 \leq i<j \leq 7}\left(\lambda_{i} \mu_{j}-\lambda_{j} \mu_{i}\right)\left[u_{i}, u_{j}\right] \\
& +\frac{1}{12} \sum_{1 \leq k \leq 3}\left(\lambda_{k}-\mu_{k}\right) \sum_{1 \leq i<j \leq 3}\left(\lambda_{i} \mu_{j}-\lambda_{j} \mu_{i}\right)\left[u_{k},\left[u_{i}, u_{j}\right]\right]
\end{aligned}
$$

The non-zero combinations $\left[u_{i}, u_{j}\right]$ and $\left[u_{k},\left[u_{i}, u_{j}\right]\right.$ are:

$$
\begin{array}{lll}
{\left[u_{1}, u_{2}\right]=-2 u_{4},} & {\left[u_{2}, u_{5}\right]=-6 u_{7},} & \\
{\left[u_{1}, u_{3}\right]=2 u_{6},} & {\left[u_{3},\left[u_{1}, u_{2}\right]\right]=-12 u_{7}} \\
{\left[u_{1}, u_{6}\right]=6 u_{7},} & & {\left[u_{1},\left[u_{1}, u_{3}\right]\right]=12 u_{7},} \\
{\left[u_{2}, u_{3}\right]=-2 u_{5},} & & {\left[u_{2},\left[u_{4}\right]=6 u_{7},\right.} \\
\hline
\end{array}
$$

The announced formula easily follows from this.

Proposition 4.40 ensures that

$$
\Gamma=\left\{\sum_{i=1}^{7} n_{i} u_{i}, \text { s.t. } n_{i} \in \mathbb{Z}\right\}
$$

is a discrete subgroup of $G$, which is of course co-compact. Indeed, a straightforward computation gives a fundamental domain for the left action of $\Gamma$ on $G$ :

Proposition 4.41. A fundamental domain for the left action of $\Gamma$ on $G$ is

$$
\mathcal{D}=\left\{\sum_{i=1}^{7} t_{i} u_{i}, \text { s.t. } 0 \leq t_{i} \leq 1\right\}
$$

According to [34, Lemma 5], the group $G$ admits an invariant closed $\mathrm{G}_{2}$ structure determined by:

$$
\varphi=v^{127}+v^{347}+v^{567}+v^{135}-v^{236}-v^{146}-v^{245}
$$

where:

- $v^{1}=\sqrt{3}\left(2 e^{1}+e^{5}-e^{2}+e^{6}\right) ;$
- $v^{5}=\sqrt{2}\left(e^{6}-e^{5}\right) ;$
- $v^{2}=3 e^{2}-e^{5}+e^{6}$;
- $v^{6}=\sqrt{6}\left(e^{5}+e^{6}\right)$,
- $v^{3}=e^{3}+2 e^{4}$;
- $v_{7}=2 \sqrt{2}\left(e^{4}-e^{3}\right)$.
- $v^{4}=\sqrt{3}\left(e^{3}+e^{7}\right) ;$

Consider $M=G / \Gamma$; points of $M$ will be denoted by $[x]$, for some $x \in G$. The nilmanifold $M$ inherits a closed $\mathrm{G}_{2}$ structure that we also denote by $\varphi$. We now define an involution j on $M$ such that $\mathrm{j}^{*} \varphi=\varphi$. For that purpose it is sufficient to define an order 2 isomorphism $\mathrm{j}: G \rightarrow G$ of $G$ with $\mathrm{j}^{*} \varphi=\varphi$, and $\mathrm{j} \Gamma=\Gamma$. The desired map is:

$$
\mathrm{j}\left(e_{k}\right)=e_{k}, \quad k \in 3,4,7, \quad \mathrm{j}\left(e_{k}\right)=-e_{k}, \quad k \in\{1,2,5,6\}
$$

Looking at the structure constants of $G$ it becomes clear that j is an automorphism of $\mathfrak{g}$. The Baker-Campbell-Hausdorff formula ensures that j is an homomorphism. In addition, it is clear that $\mathrm{j}(\Gamma) \subset \Gamma$. Finally, one can easily deduce that $\mathrm{j}^{*}(\varphi)=\varphi$.

We define the orbifold $X=M / \mathrm{j}$, which has a closed $\mathrm{G}_{2}$ structure determined by $\varphi$. We now study its singular locus:

Proposition 4.42. The isotropy locus has 16 connected components; these are all diffeomorphic and their universal covering is the Heisenberg group. Let us define $H_{0}=\left\{\lambda_{3} u_{3}+\right.$ $\lambda_{4} u_{4}+\lambda_{7} u_{7}$, s.t. $\left.\lambda_{j} \in \mathbb{R}\right\}$ and $\mathcal{E}=\left\{\varepsilon_{1} u_{1}+\varepsilon_{2} u_{2}+\varepsilon_{5} u_{5}+\varepsilon_{6} u_{6}\right.$, s.t. $\left.\varepsilon_{j} \in\left\{0, \frac{1}{2}\right\}\right\}$. The 16 connected components of the isotropy locus are:

$$
H_{\varepsilon}=\left[L_{\varepsilon} H_{0}\right], \quad \varepsilon \in \mathcal{E}
$$

where $L_{\varepsilon}$ denotes the left translation on $G$ by the element $\varepsilon \in \mathcal{E}$.
Proof. It is clear that $H_{0}$ is a connected component of $\operatorname{Fix}(\mathrm{j})$ that contains 0 , which is the unit of $G$. Being j an homomorphism, we conclude that $H_{0}$ is a subgroup of $G$. It is thus sufficient to prove that the Lie algebra $\mathfrak{h}$ of $H_{0}$ is the Heisenberg algebra. This is of course true because $\mathfrak{h}=\left\langle e_{3}, e_{4}, e_{7}\right\rangle$ with $\left[e_{3}, e_{4}\right]=e_{7}$ and $\left[e_{j}, e_{7}\right]=0$ for $j \in\{3,4\}$.

Let $\mathcal{K}=\{1,2,5,6\}$ and consider $x=\sum_{k \in \mathcal{K}} \lambda_{k} u_{k} \in \mathcal{D}$, that is, $\lambda_{k} \in[0,1]$. We now check that if $\gamma * x=\mathrm{j}(x)$ for some $\gamma \in \Gamma$ then $[x] \in H_{\varepsilon}$ for some $\varepsilon \in \mathcal{E}$. Let us denote $\gamma=\sum_{k=1}^{7} n_{k} u_{k}$; taking into account Proposition 4.40 one obtains:

$$
\begin{aligned}
\gamma * x= & \left(n_{1}+\lambda_{1}\right) u_{1}+\left(n_{2}+\lambda_{2}\right) u_{2}+n_{3} u_{3}+\left(n_{4}-n_{1} \lambda_{2}+n_{2} \lambda_{1}\right) u_{4} \\
& +\left(n_{5}+\lambda_{5}+n_{3} \lambda_{2}\right) u_{5}+\left(n_{6}+\lambda_{6}-n_{3} \lambda_{1}\right) u_{6}+\lambda^{\prime} u_{7},
\end{aligned}
$$

for some $\lambda^{\prime} \in \mathbb{R}$. The equation $\mathbf{j}(x)=\gamma * x$ yields immediately to $2 \lambda_{j}=-n_{j}$ for $j=\{1,2\}$ and $n_{3}=0$. Taking this into account, $n_{4}-n_{1} \lambda_{2}+n_{2} \lambda_{1}=n_{4}, n_{5}+\lambda_{5}+n_{3} \lambda_{2}=n_{5}+\lambda_{5}$, $n_{6}+a_{6}-n_{3} \lambda_{1}=n_{6}+\lambda_{6}$ and thus $n_{4}=0,2 \lambda_{5}=-n_{5}$ and $2 \lambda_{6}=-n_{6}$. Thus, $x=$ $-\frac{1}{2} \sum_{k \in \mathcal{K}} n_{k} u_{k}$, so that $x \in H_{\varepsilon}$ for some $\varepsilon \in \mathcal{E}$.

We now let $[y]$ be an isotropy point; one can write: $y=x_{1} * x_{2}$; with $x_{1}=\sum_{k \in \mathcal{K}} \lambda_{k} u_{k}$ and $x_{2}=\sum_{k \notin \mathcal{K}} \mu_{k} u_{k} \in H_{0}$. The choice becomes clear from the equality:

$$
\begin{aligned}
x_{1} * x_{2}= & \lambda_{1} u_{1}+\lambda_{2} u_{2}+\mu_{3} u_{3}+\mu_{4} u_{4}+\left(\lambda_{5}-\lambda_{2} \mu_{3}\right) u_{5}+\left(\lambda_{6}+\alpha_{1} \mu_{3}\right) u_{6} \\
& +\left(\mu_{7}+\left(\lambda_{1}-\lambda_{2}\right)\left(\lambda_{1} \mu_{3}\right)+\lambda_{2} \mu_{3}\right) u_{7}
\end{aligned}
$$

that is of course deduced from Proposition 4.40.
Using this decomposition we obtain the equality $\gamma * x_{1} x_{2}=\mathrm{j}(y)=\mathrm{j}\left(x_{1}\right) x_{2}$ that implies $\mathrm{j}\left(x_{1}\right)=\gamma x_{1}$. Take $x_{1}^{\prime} \in \mathcal{E}$ with $x_{1}=\gamma^{\prime} x_{1}^{\prime}$, then $[y]=\left[\gamma^{\prime} x_{1}^{\prime} x_{2}\right]=\left[x_{1}^{\prime} x_{2}\right] \in\left[L_{x_{1}^{\prime}} H_{0}\right]$.

### 4.5.2 Non-formality of the resolution

We start by computing the real cohomology algebra of the orbifold. Nomizu's theorem [98] ensures that $\left(\Lambda^{*} \mathfrak{g}^{*}, d\right)$ is the minimal model of $M$. Taking into account that $H^{*}(X)=$ $H^{*}(M)^{\mathbb{Z}_{2}}$ we obtain that $\left(\left(\Lambda^{*} \mathfrak{g}^{*}\right)^{\mathbb{Z}_{2}}, d\right)$ is a model for $X$. The cohomology of $X$ is:

$$
\begin{aligned}
H^{1}(X)= & \left\langle\left[e^{3}\right]\right\rangle, \\
H^{2}(X)= & \left\langle\left[e^{25}\right],\left[e^{15}-e^{26}\right],\left[e^{15}-e^{34}\right]\right\rangle, \\
H^{3}(X)= & \left\langle\left[e^{235}\right],\left[e^{135}\right],\left[e^{356}\right],\left[e^{124}\right],\left[e^{146}\right],\left[e^{245}\right],\left[e^{127}+2 e^{145}\right],\right. \\
& {\left.\left[e^{125}+e^{167}-e^{257}-2 e^{556}-e^{347}\right]\right\rangle . }
\end{aligned}
$$

We now prove that $X$ is not formal.
Proposition 4.43. The triple Massey product $\left\langle\left[e^{3}\right],\left[e^{15}-e^{26}\right],\left[e^{3}\right]\right\rangle$ of $\left(\left(\Lambda^{*} \mathfrak{g}^{*}\right)^{\mathbb{Z}_{2}}, d\right)$ is not trivial. Therefore, $X$ is not formal.
Proof. First of all, one can check that that space of exact 3 -forms of $\left((\Lambda \mathfrak{g})^{\mathbb{Z}_{2}}, d\right)$ is:

$$
B^{3}\left(\left(\Lambda^{*} \mathfrak{g}^{*}\right)^{Z_{2}}, d\right)=\left\langle e^{123}, e^{135}-e^{236},-e^{136}+e^{235}+e^{236}, e^{127}-2 e^{146}+2 e^{245}+2 e^{246}\right\rangle .
$$

and the space of closed 2-forms is:

$$
Z^{2}\left(\left(\Lambda^{*} \mathfrak{g}^{*}\right)^{\mathbb{Z}_{2}}, d\right)=\left\langle e^{12},-e^{16}+e^{25}+e^{26}-e^{34}, e^{25}, e^{15}-e^{26}, e^{15}-e^{34}\right\rangle .
$$

Let us take $\xi_{1}=\left[e^{3}\right]=\xi_{3}, \xi_{2}=\left[e^{15}-e^{26}\right]$; the representatives of these cohomology classes are $\alpha_{1}=\alpha_{3}=e^{3}$ and $\alpha_{2}=e^{15}-e^{26}+d x$ for some $x \in\left(\mathfrak{g}^{*}\right)^{\mathbb{Z}_{2}}$; our previous computations ensure that the Massey product $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ is well defined. More precisely, $\bar{\alpha}_{1} \wedge \alpha_{2}=d\left(-e^{56}+e^{3} x+\beta_{1}\right)$ and $\bar{\alpha}_{2} \wedge \alpha_{3}=d\left(e^{56}-e^{3} x+\beta_{2}\right)$, where $\beta_{1}$ and $\beta_{2}$ are closed forms. Defining systems for $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ are ( $\left.e^{3}, e^{15}-e^{26}+d x, e^{3},-e^{56}+e^{3} x+\beta_{1}, e^{56}-e^{3} x+\beta_{2}\right)$ and the triple Massey product is

$$
\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle=\left\{\left[2 e^{356}+e^{3} \beta\right] \text { s.t. } d \beta=0\right\} .
$$

The zero cohomology class is not an element of this set due to our previous computations. Corollary 4.19 ensures that $X$ is not formal.

Let $\rho: \tilde{X} \rightarrow X$ be the closed $\mathrm{G}_{2}$ resolution constructed in Theorem 4.32 Lifting this triple Massey product to $\widetilde{X}$ we prove that $\tilde{X}$ is not formal.

Proposition 4.44. The resolution $\tilde{X}$ is not formal.
Proof. Let $(\Lambda V, d)$ be the minimal model of $\tilde{X}$ with $V=\oplus_{i=1}^{7} V^{i}$, and let $\kappa: \Lambda V \rightarrow \Omega(\tilde{X})$ be a quasi-isomorphism. From Proposition 4.38 we deduce that $H^{1}(\widetilde{X})=\left\langle\rho^{*}\left(e^{3}\right)\right\rangle$ and that:

$$
H^{2}(\widetilde{X})=\left\langle\rho^{*}\left(e^{25}\right), \rho^{*}\left(e^{15}-e^{26}\right), \rho^{*}\left(e^{15}-e^{34}\right), \tau_{1}, \ldots, \tau_{16}\right\rangle .
$$

In addition, $\rho^{*}\left(e^{3} \wedge\left(e^{15}-e^{26}\right)\right)=d \rho^{*}\left(e^{56}\right)$ and $\rho^{*}\left[e^{235}\right]$ and $\rho^{*}\left[e^{135}\right]$ are linearly independent on $H^{3}(\widetilde{X}, \mathbb{R})$. Then, according to Proposition 4.38 one can choose:

$$
\begin{aligned}
V^{1} & =\langle a\rangle, \\
V^{2} & =\left\langle b_{1}, b_{2}, b_{3}, y_{1}, \ldots, y_{16}, n\right\rangle .
\end{aligned}
$$

with $d a=0, d b_{j}=d y_{j}=0$ and $d n=a b_{2}$ and the map $\kappa$ is:

$$
\begin{array}{rll}
\kappa(a)=\rho^{*}\left(e^{3}\right), & \kappa\left(b_{2}\right)=\rho^{*}\left(e^{15}-e^{26}\right), & \kappa(n)=\rho^{*}\left(e^{56}\right), \\
\kappa\left(b_{1}\right)=\rho^{*}\left(e^{25}\right), & \kappa\left(b_{3}\right)=\rho^{*}\left(e^{15}-e^{34}\right), & \kappa\left(y_{j}\right)=\tau_{j} .
\end{array}
$$

We now define a Massey product. Let us take $\xi_{1}=[a]=\xi_{3}, \xi_{2}=\left[b_{2}\right]$; the representatives of these cohomology classes are $\alpha_{1}=\alpha_{3}=a$ and $\alpha_{2}=b_{2}$. Then $\bar{\alpha}_{1} \wedge \alpha_{2}=d\left(-n+\beta_{1}+\omega_{1}\right)$ and $\bar{\alpha}_{2} \wedge \alpha_{3}=d\left(n+\beta_{2}+\omega_{2}\right)$ with $\beta_{1}, \beta_{2} \in\left\langle b_{1}, b_{2}, b_{3}\right\rangle$ and $\omega_{1}, \omega_{2} \in\left\langle y_{1}, \ldots, y_{16}\right\rangle$. Therefore, defining systems of $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ are ( $a, b_{2}, a,-n+\beta_{1}+\omega_{1}, n+\beta_{2}+\omega_{2}$ ) and the Massey product is the set

$$
\left\{[2 a n+a \beta+a \omega] \text { s.t. } \beta \in\left\langle b_{1}, b_{2}, b_{3}\right\rangle, \quad \omega \in\left\langle y_{1}, \ldots, y_{16}\right\rangle\right\} .
$$

We now observe that $[2 a n+a \beta+a \omega]=0$ in $H^{*}(\Lambda V, d)$ if and only if $\omega=0$ and $[\kappa(2 a n+a \beta)]=$ 0 . This is because $[\kappa(a \omega)]=\left[\rho^{*}\left(e^{3}\right) \wedge \kappa(\omega)\right]=0$ if and only if $\omega=0$, and if $[\omega] \neq 0$, the elements $[\kappa(a \omega)]$ and $[\kappa(2 a n+a \beta)]$ are linearly independent.

In addition, $\kappa(2 a n+a \beta)=\rho^{*}\left(2 e^{356}+e^{3} \wedge \beta^{\prime}\right)$, with $\beta^{\prime} \in\left\langle e^{25}, e^{15}-e^{26}, e^{15}-e^{34}\right\rangle$. Taking into account Proposition $4.38\left[\kappa(2 a n+a \beta]=0\right.$ if and only if $\left[2 e^{356}+e^{3} \wedge \beta^{\prime}\right]=0$ on $X$. But $\left[2 e^{356}+e^{3} \wedge \beta^{\prime}\right] \neq 0$ as shown in Proposition 4.43

There is another non-trivial triple Massey product that comes from the isotropy locus. In order to describe it we have to construct the subspace $V^{3}$ of our minimal model; it is a direct sum $V^{3}=C \oplus N$; such that $d C=0$ and there are not closed elements on $N$. To construct $C$ one takes a basis of the space $H^{3}(\widetilde{X}) / H^{1}(\widetilde{X}) H^{2}(\widetilde{X})$; for instance:

$$
\begin{aligned}
& \left\langle\rho^{*}\left[e^{346}\right], \rho^{*}\left[e^{124}\right], \rho^{*}\left[e^{146}\right], \rho^{*}\left[e^{245}\right], \rho^{*}\left[e^{127}+2 e^{145}\right],\right. \\
& \left.\rho^{*}\left[e^{125}+e^{167}-e^{257}-2 e^{456}-e^{347}\right]\right\rangle \oplus\left\langle\left\{\left[e^{4} \otimes \mathbf{x}_{i}\right]\right\}_{i=1}^{16}\right\rangle,
\end{aligned}
$$

Let $C=\left\langle c_{1}, \ldots, c_{6}, z_{1}, \ldots z_{16}\right\rangle$ with $d C=0$ and define $\kappa\left(c_{1}\right)=\rho^{*}\left(e^{346}\right), \kappa\left(c_{2}\right)=\rho^{*}\left(e^{124}\right), \ldots$, $\kappa\left(c_{6}\right)=\rho^{*}\left(e^{125}+e^{167}-e^{257}-2 e^{456}-e^{347}\right)$ and $\kappa\left(z_{i}\right)=e^{4} \otimes \mathbf{x}_{i}$.

With this notation, the triple Massey product coming from the singular locus

$$
\left\langle[a],\left[z_{j}\right],-[a]\right\rangle
$$

is not trivial.
Proposition 4.45. The fundamental group of $\tilde{X}$ is $\pi_{1}(\tilde{X})=\mathbb{Z} \times \mathbb{Z}_{2} \times \mathbb{Z}_{6}$.

Proof. Let us denote $\pi: M \rightarrow X$ the quotient projection. In order to compute $\pi_{1}(X)$ we first observe that $\pi_{1}(M)$ is isomorphic to $\Gamma$ due to the exact sequence $0 \rightarrow \pi_{1}(G) \rightarrow \pi_{1}(M) \rightarrow$ $\Gamma \rightarrow 0$. Of course, each generator $u_{i} \in \Gamma$ is identified with the homotopy class $f_{i}$ determined by the image of the path from 0 to $u_{i}$ under the quotient map $q: G \rightarrow M$. Denote by $[\cdot, \cdot]$ the commutator of two elements on $\pi_{1}(M)$; then the product structure on $\Gamma$ determines that the non-zero commutators are:

$$
\begin{array}{llll}
{\left[f_{1}, f_{2}\right]=f_{4}^{-2},} & {\left[f_{1}, f_{2}\right]=f_{5}^{-2},} & {\left[f_{2}, f_{5}\right]=f_{7}^{-6},} & {\left[f_{3}, f_{4}\right]=f_{7}^{6}} \\
{\left[f_{1}, f_{3}\right]=f_{6}^{2},} & {\left[f_{1}, f_{6}\right]=f_{7}^{6},} & {\left[f_{2}, f_{6}\right]=f_{7}^{-6},} &
\end{array}
$$

Taking into account [21, Corollary 6.3] the map $\pi_{*}: \pi_{1}(M) \rightarrow \pi_{1}(X)$ is surjective; we now analyze $\pi_{*}\left(f_{j}\right)$. First of all, under the projection $\pi$ the image of the loop $f_{1}$ is the same as the path from 0 to $\frac{1}{2} x_{1}$ followed by the same path in the reverse direction; this is of course contractible and thus $\pi_{*}\left(f_{1}\right)=0$; in the same manner $\pi_{*}\left(f_{2}\right)=\pi_{*}\left(f_{5}\right)=\pi_{*}\left(f_{6}\right)=0$. Taking into account commutator relations this implies that $\pi_{*}\left(f_{4}^{2}\right)=0, \pi_{*}\left(f_{7}^{6}\right)=0$ and that $\pi_{*}\left(f_{3}\right)$, $\pi_{*}\left(f_{4}\right), \pi_{*}\left(f_{7}\right)$ commute. Thus, $\pi_{1}(X)=\mathbb{Z} \times \mathbb{Z}_{2} \times \mathbb{Z}_{6}$.

We now prove that the resolution process does not alter the fundamental group. For each $\varepsilon \in \mathcal{E}$ consider a small tubular neighbourhood $B^{\varepsilon}$ of $H_{\varepsilon}$ and suppose additionally that $B^{\varepsilon}$ are pairwise disjoint. Take $D^{\varepsilon} \subset B^{\varepsilon}$ a smaller tubular neighbourhood of $H_{\varepsilon}$. Define $U$ a connected open set containing $\cup_{\varepsilon} B^{\varepsilon}$ that is homotopy equivalent to $\bigvee_{\varepsilon} H_{\varepsilon}$ and $V=X-\cup_{\varepsilon} D^{\varepsilon}$.

Seifert-Van Kampen theorem states that $\pi_{1}(X)$ is the amalgamated product of $\pi_{1}(V)$ and $\pi_{1}(U)$ via $\pi_{1}(U \cap V)$. Define $\widetilde{U}=\rho^{-1}(U), \widetilde{V}=\rho^{-1}(V)$; note that $\widetilde{V}$ and $V$ are diffeomorphic via $\rho$; in addition, $\rho_{*}: \pi_{1}(\widetilde{U}) \rightarrow \pi_{1}(U)$ is an isomorphism because $\widetilde{U}$ is homotopy equivalent to $\bigvee_{\varepsilon} H_{\varepsilon} \times S^{2}$. This observation and a further application of the Seifert-Van Kampen theorem ensures that $\pi_{1}(\widetilde{X})=\pi_{1}(X)$.

Proposition 4.46. The manifold $\tilde{X}$ does not admit torsion-free $\mathrm{G}_{2}$ structures.
Proof. Suppose that $\tilde{X}$ admits a torsion-free $\mathrm{G}_{2}$ structure. Since $g$ is Ricci flat and $b_{1}=1$, [18] ensures that there is a finite covering $N \times S^{1} \rightarrow \widetilde{X}$; with $N$ a compact simply connected 6 -dimensional manifold. Note that the covering is regular because $\pi_{1}(\widetilde{X})$ is abelian; thus $\left(N \times S^{1}\right) / H=\widetilde{X}$, where $H$ denotes the deck group of the covering.

The manifold $N$ is formal because it is simply-connected and 6-dimensional (see [49, Theorem 3.2] ); therefore $N \times{\underset{\sim}{S}}^{1}$ is formal (see [49, Lemma 2.11]). Lemma 4.21 allows us to conclude that $\left(N \times S^{1}\right) / H=\widetilde{X}$ is formal; yielding a contradiction.

Remark 4.47. We can also prove Proposition 4.46 by making use of the topological obstruction of torsion-free $\mathrm{G}_{2}$ structures obtained in [29]. Suppose that $\tilde{X}$ has a torsion-free $\mathrm{G}_{2}$ structure, then [29, Theorem 4.10] guarantees the existence of CDGAs $(A, d)$ and $(B, d)$ with the differential $d: B^{k} \rightarrow B^{k+1}$ being zero except for $k=3$, and quasi-isomorphisms:

$$
(\Omega(\tilde{X}), d) \leftharpoonup(A, d) \longrightarrow(B, d)
$$

This implies [29, Corollary 4.13] that non-zero triple Massey products $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ on $(\Omega(\tilde{X}), d)$ satisfy that $\left|\xi_{1}\right|+\left|\xi_{2}\right|=4$ and $\left|\xi_{2}\right|+\left|\xi_{3}\right|=4$. Let $\left(A^{\prime}, d\right)$ be the minimal model of $(A, d)$, then one can obtain quasi-isomorphisms:

$$
(\Lambda V, d) \longleftarrow\left(A^{\prime}, d\right) \longrightarrow(B, d) .
$$

The same conclusion holds for non-zero Massey products on $(\Lambda V, d)$. This contradicts the fact that there is a non-zero Massey product $\left\langle\xi_{1}, \xi_{2}, \xi_{3}\right\rangle$ on $(\Lambda V, d)$ with $\left|\xi_{1}\right|=\left|\xi_{3}\right|=1$ and $\left|\xi_{2}\right|=2$ as it is obtained in the proof of Proposition 4.44 Therefore $\tilde{X}$ does not have a torsion-free $\mathrm{G}_{2}$ structure.

Remark 4.48. There exists a finite covering $Y \rightarrow \tilde{X}$ such that $\pi_{1}(Y)=\mathbb{Z}$ because $\pi_{1}(\widetilde{X})=$ $\mathbb{Z} \times \mathbb{Z}_{2} \times \mathbb{Z}_{6}$. The manifold $Y$ is also non-formal as a consequence of Lemma 4.21 and of course, it has first Betti number $b_{1}=1$ and admits a closed $\mathrm{G}_{2}$ structure. Arguing as in the proof of Proposition 4.46 one can conclude that $Y$ does not admit any torsion-free $\mathrm{G}_{2}$ structure.

## Resumen en español

Esta tesis se compone de cuatro artículos que he redactado en el transcurso de mi doctorado, dos de ellos en colaboración con otros autores. Estos trabajos abordan varios problemas en el área de las estructuras geométricas, tales como el estudio de las estructuras $\operatorname{Spin}(7)$ y la construcción de variedades compactas con estructura simpléctica y de tipo $\mathrm{G}_{2}$ cerrada. En el caso de las variedades con estructura $\mathrm{G}_{2}$, prestamos especial atención a dos propiedades topológicas: formalidad y primer número de Betti. Las técnicas que empleamos son básicamente, teoría de espinores, estructuras invariantes por la izquierda en nilvariedades y resolución de orbifolds. Dedicamos este resumen a presentar el estado del arte de estos temas y a exponer los resultados principales de la tesis.

Dentro de la geometría Riemanniana, la teoría de holonomía motiva el estudio de las estructuras geométricas no integrables. El grupo de holonomía $\operatorname{Hol}(g)$ de una variedad Riemanniana $(M, g)$ es un invariante que cuantifica cómo cambia cada vector de $T_{p} M$ tras su transporte paralelo a lo largo cada uno de los lazos con punto base $p$. Tras su definición, el interés por determinar los grupos de holonomía que pueden tener las variedades Riemannianas simplemente conexas, completas e irreducibles creció rápidamente. La hipótesis de que $M$ sea simplemente conexa garantiza que $\operatorname{Hol}(g)$ sea un subgrupo de Lie conexo de $\operatorname{SO}(n)$. Bajo ésta, la completitud de $(M, g)$ junto con su irreducibilidad descartan que $\operatorname{Hol}(g)$ sea un producto. En concreto, el teorema de descomposición de de Rham [39] demuestra que toda variedad Riemanniana ( $M, g$ ) simplemente conexa y completa es un producto Riemanniano $\left(M_{1}, g_{1}\right) \times \ldots \times\left(M_{\ell}, g_{\ell}\right)$ tal que la acción de $\operatorname{Hol}\left(g_{i}\right)$ en $T_{p_{i}} M_{i}$ es irreducible. Cartan caracterizó los grupos de holonomía de las variedades simétricas en [26, 27] utilizando la teoría de grupos de Lie como herramienta. Más tarde, Berger aborda el caso de las variedades no simétricas en [17], obteniendo:

Teorema 1. Sea $(M, g)$ una variedad Riemanniana simplemente conexa, completa, irreducible y no simétrica de dimensión n. Ocurre exactamente uno de los siguientes casos:

$$
\begin{aligned}
& \operatorname{Hol}(g)=\mathrm{SO}(n), \\
& \operatorname{Hol}(g)=\mathrm{U}(m) \subset \mathrm{SO}(2 m) \text { con } n=2 m \text { y } m \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{SU}(m) \subset \mathrm{SO}(2 m) \text { con } n=2 m \text { y } m \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{Sp}(k) \subset \mathrm{SO}(4 k) \text { con } n=4 k y k \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{Sp}(k) \cdot \mathrm{Sp}(1) \subset \mathrm{SO}(4 k) \text { con } n=4 k \text { and } k \geq 2, \\
& \operatorname{Hol}(g)=\mathrm{G}_{2} \subset \mathrm{SO}(7) \text { con } n=7, \\
& \operatorname{Hol}(g)=\operatorname{Spin}(7) \subset \mathrm{SO}(8) \text { con } n=8
\end{aligned}
$$

En conjunto, los grupos $\mathrm{U}(m), \mathrm{SU}(m), \mathrm{Sp}(k)$, y $\mathrm{Sp}(k) \cdot \mathrm{Sp}(1)$ se conocen como grupos de holonomía especial. Mientras que $\mathrm{G}_{2}$ y $\operatorname{Spin}(7)$ son los grupos de holonomía excepcional. Es interesante destacar que los grupos de holonomía del teorema de Berger están relacionados con las álgebras de división reales. Los grupos $\mathrm{U}(m)$ y $\mathrm{SU}(m)$ se asocian a las variedades Kähler y Calabi-Yau; éstas son complejas desde el punto de vista de la geometría diferencial. Los grupos $\operatorname{Sp}(k)$ y $\operatorname{Sp}(k) \cdot \operatorname{Sp}(1)$ se asocian a los cuaterniones y corresponden a las variedades hyperKähler y quaternionic-Kähler. Los grupos $\mathrm{G}_{2}$ y $\operatorname{Spin}(7)$ son símplemente conexos y están relacionados con los octoniones. El producto octoniónico en $\mathbb{R}^{8}=\mathbb{O}$ determina un producto vectorial triple $\times$, esto es, una aplicación multilineal $\mathbb{R}^{8} \times \mathbb{R}^{8} \times \mathbb{R}^{8} \rightarrow \mathbb{R}^{8}$ tal que el producto $u \times v \times w$ tiene norma $\|u \wedge v \wedge w\|$ y es perpendicular a los vectores $u, v$ y $w$. La contracción de $\times$ con el producto escalar proporciona la 4-forma $\Omega_{0}(u, v, w, z)=\langle u \times v \times w, z\rangle$, que tiene la siguiente expresión respecto de la base canónica $\left(e_{0}, \ldots, e_{7}\right)$ :

$$
\begin{aligned}
\Omega_{0}= & e^{0123}-e^{0145}-e^{0167}-e^{0246}+e^{0257}-e^{0347}-e^{0356} \\
& +e^{4567}-e^{2367}-e^{2345}-e^{1357}+e^{1346}-e^{1256}-e^{1247}
\end{aligned}
$$

Denotemos $\mathbb{R}^{8}=\mathbb{R}\left(e_{0}\right) \times \mathbb{R}^{7} ;$ el producto triple de $\mathbb{R}^{8}$ determina un producto vectorial en $\mathbb{R}^{7}$ mediante la expresión $u \times^{\prime} v=e_{0} \times u \times v$. De manera equivalente, la 4-forma $\Omega_{0}$ determina una 3-forma $\varphi_{0}=i\left(e_{0}\right) \Omega_{0}$ en $\mathbb{R}^{7}$. Spin(7) es el subgrupo de $\operatorname{SO}(8)$ que preserva el producto vectorial triple de $\mathbb{R}^{8}$, o sea, $\operatorname{Stab}\left(\Omega_{0}\right)$, y $G_{2}$ es el subgrupo de $\operatorname{SO}(7)$ que preserva $\times^{\prime}$, o sea, $\operatorname{Stab}\left(\varphi_{0}\right)$. Naturalmente, $\mathrm{G}_{2} \subset \operatorname{Spin}(7)$.

La demostración del teorema de Berger es algebraica y en el momento de su publicación no se conocían ejemplos de métricas completas con holonomía $G_{2}$ o $\operatorname{Spin}(7)$. Bryant y Salamon [24] construyeron ejemplos de este tipo en 1898. A partir de esta lista también surge el problema de construir variedades Riemannianas compactas con holonomía $\operatorname{SU}(m), \operatorname{Sp}(k)$, $\operatorname{Sp}(k) \cdot \operatorname{Sp}(1), \mathrm{G}_{2}$, y $\operatorname{Spin}(7)$. Estas construcciones requieren profundos teoremas del área del análisis; por ejemplo, la construcción de variedades compactas de holonomía $\mathrm{SU}(m)$ y $\mathrm{Sp}(k)$ emplea el teorema de Yau, que demuestra la conjetura de Calabi e implica que toda variedad Kähler compacta con fibrado canónico trivial admite una métrica Calabi-Yau. Las variedades compactas con holonomía $G_{2}$ y $\operatorname{Spin}(7)$ fueron las últimas en aparecer allá por 1996. Más adelante en este resumen revisaremos la construcción de Joyce desarrollada en [71, 72, 73].

El principio de holonomáa permite interpretar la condición $\operatorname{Hol}(g) \subset \mathrm{G}$ como una combinación de dos obstrucciones, una topológica y otra analítica ([74, Lema 2.5.2]).

Proposición 2, Sea $(M, g)$ una variedad Riemanniana, sea $p \in M$ y sea $\operatorname{Hol}(g)$ el grupo de holonomía con punto base p. Entonces,

1. Si T es un tensor paralelo de $M$ entonces $\operatorname{Hol}(g) \subset \operatorname{Stab}\left(\mathrm{T}_{p}\right)$.
2. Si S es un tensor de $\mathbb{R}^{n}$ tal que $\operatorname{Hol}(g) \subset \operatorname{Stab}(\mathrm{S})$, existe un tensor paralelo T de $M$ tal $q u e \mathrm{~T}_{p}=\mathrm{S}$.

La dificultad para encontrar ejemplos con holonomía especial y excepcional, junto con el principio de holonomía, motivaron el estudio de las estructuras geométricas asociadas a grupos de Lie $\mathrm{G} \subset \mathrm{SO}(n)$. Una G estructura en una variedad Riemanniana $(M, g)$ es una reducción del fibrado $\mathrm{SO}(n)$ principal de $M$ al grupo G . Esta noción es equivalente a la existencia de tensores $\left\{\mathrm{T}_{i}\right\}$ con estabilizador común G. Por este motivo denotamos por ( $M^{n}, g,\left\{\mathrm{~T}_{i}\right\}$ ) a una G estructura en una variedad Riemanniana de dimensión $n$. Centrémonos en el caso de los grupos $\mathrm{U}(m), \mathrm{SU}(m), \mathrm{G}_{2}$ y $\operatorname{Spin}(7)$ :

1. $\left(M^{2 m}, g, J\right)$ es una estructura $\mathrm{U}(m)$ o una estructura casi hermítica si $J$ es una estructura casi compleja compatible con $g$. Es decir, para cada $p \in M^{2 m}$ existe una isometría $f_{p}:\left(T_{p} M^{2 m}, g_{p}\right) \rightarrow\left(\mathbb{C}^{m},\langle\cdot, \cdot\rangle\right)$ tal que $f_{p} \circ J_{p} \circ f_{p}^{-1}(v)=\mathbf{i} v$ para cada $v \in \mathbb{C}^{m}$. En este caso, definimos la 2-forma $\omega(v, w)=g(J v, w)$.
2. $\left(M^{2 m}, g, J, \Theta\right)$ es una estructura $\mathrm{SU}(m)$ si $\left(M^{2 m}, g, J\right)$ es una estructura $\mathrm{U}(m)$ y las aplicaciones $\left\{f_{p}\right\}_{p \in M}$ también verifican $f_{p}^{*}\left(d z_{1} \wedge \cdots \wedge d z_{m}\right)=\Theta_{p}$.
3. $\left(M^{7}, g, \varphi\right)$ es una estructura $\mathrm{G}_{2}$ si $\varphi$ es una 3 -forma tal que para cada $p \in M^{7}$ existe una isometría $f_{p}:\left(T_{p} M^{7}, g_{p}\right) \rightarrow\left(\mathbb{R}^{7},\langle\cdot, \cdot\rangle\right)$ tal que $f_{p}^{*} \varphi_{0}=\varphi_{p}$.
4. $\left(M^{8}, g, \Omega\right)$ es una estructura $\operatorname{Spin}(7)$ si $\Omega$ es una 4-forma tal que para cada $p \in M^{8}$ existe una isometría $f_{p}:\left(T_{p} M^{8}, g_{p}\right) \rightarrow\left(\mathbb{R}^{8},\langle\cdot, \cdot\rangle\right)$ tal que $f_{p}^{*} \Omega_{0}=\Omega_{p}$.

Asimismo, las estructuras geométricas permiten estudiar situaciones geométricas que el grupo de holonomía no puede distinguir. Este es el caso de las estructuras $\mathrm{U}(m)$ y $\mathrm{SU}(m)$ en variedades de dimensión impar $(2 m+1)$. Las primeras se llaman estructuras casi contacto métricas y están relacionadas con la geometría de contacto.

En general, se obtienen propiedades geométricas interesantes cuando los tensores que definen la estructura geométrica verifican ciertas ecuaciones en derivadas paricales. Éstas son normalmente más fáciles de resolver que la condición $\operatorname{Hol}(g) \subset G$. Los ejemplos incluyen las variedades casi Kähler y las estructuras hermíticas, que son variedades simplécticas y complejas desde el punto de vista de la geometría diferencial. Una estructura $\mathrm{U}(m)$ es casi Kähler si $d \omega=0$ y hermítica si el tensor de Nijenhuis $N_{J}$ se anula. Esto motivó a Gray y a Hervella a comenzar un programa de clasificación de G estructuras en [59], que aborda el caso de las estructuras casi hermíticas. La torsión intrínseca $\Gamma$ es el objeto que permite clasificar las $G$ estructuras. Ésta es una sección de un fibrado $\mathcal{W}$ sobre $M$ con fibra $\mathbb{R}^{n} \otimes \mathfrak{g}^{\perp}$; donde $\mathfrak{g}$ denota el álgebra de Lie de $G \subset S O(n)$ vista como un subespacio de $\Lambda^{2} \mathbb{R}^{n}=\mathfrak{s o}(n)$, donde tomamos su complemento ortogonal. El G módulo $\mathbb{R}^{n} \otimes \mathfrak{g}^{\perp}$ se descompone como suma directa de subespacios invariantes irreducibles, determinando una descomposición $\mathcal{W}=\oplus_{i \in I} \mathcal{W}_{i}$. Las clases no integrables se definen por $\Gamma \in \oplus_{i \in J} \mathcal{W}_{i}$ para algún $J \subset I, J \neq \emptyset$; el caso paralelo corresponde a $\Gamma=0$, condición que equivale a $\operatorname{Hol}(g) \subset G$.

Estas clases se describen normalmente en términos de la derivada covariante o la derivada exterior de los tensores que definen la estructura. Centrémonos en el caso de las estructuras $\mathrm{G}_{2}$, obtenidas por Fernández y Gray en [48] y posteriormente reformuladas por Bryant en [23]. Las clases de estructuras $\mathrm{G}_{2}$ están determinadas por $d \varphi$ y $d \star \varphi$; más precisamente, las formas de torsion $\tau_{k} \in \Omega^{k}(M)$ verifican:

$$
\begin{aligned}
d \varphi & =\tau_{0} \star \varphi+3 \tau_{1} \wedge \varphi+\star \tau_{3}, \\
d \star \varphi & =4 \tau_{1} \wedge \star \varphi+\tau_{2} \wedge \varphi,
\end{aligned}
$$

y además $\tau_{2}$ y $\tau_{3}$ satisfacen: $\tau_{2} \wedge \star \varphi=0, \tau_{3} \wedge \star \varphi=0$ y $\tau_{3} \wedge \varphi=0$. Naturalmente, estas ecuaciones se deducen de la descomposición de los espacios $\Lambda^{4}\left(\mathbb{R}^{7}\right)^{*}$ y $\Lambda^{5}\left(\mathbb{R}^{7}\right)^{*}$ en subespacios $G_{2}$ invariantes irreducibles. La 1-forma $\theta$ se conoce por el nombre de forma de Lee de la estructura. Las clases puras son aquellas en las que se anulan todas las formas de torsión salvo una; los casos más estudiados son las clases nearly parallel, caracterizada por $d \varphi=\tau_{0} \star \varphi$, cerrada, definida por $d \varphi=0$, y localmente conformemente paralela, descrita por $d \varphi=3 \tau_{1} \wedge \varphi$ y $d \star \varphi=4 \tau_{1} \wedge \star \varphi$. Las estructuras cocerradas son aquellas que verifican $d \star \varphi=0 ;$ Crowley y Nördstrom demostraron en [37] que existen en cualquier variedad compacta con una estructura $\mathrm{G}_{2}$. La prueba emplea el h-principio de Gromov [60]. Ejemplos explícitos son
las hipersuperficies una variedad con una estructura $\operatorname{Spin}(7)$ paralela, tal como $\mathbb{R}^{8}$, dotadas de la estructura $G_{2}$ inducida por la estructura $\operatorname{Spin}(7)$. Si la hipersuperficie es totalmente umbílica, como la esfera $S^{7} \subset \mathbb{R}^{8}$, la estructura es nearly parallel.

Fue Wang quien exploró por primera vez la conexión entre el grupo de holonomía y la teoría de espinores. El teorema de Wang [112] enuncia que una variedad Riemanniana completa simplemente conexa e irreducible tiene un espinor paralelo si y solo si su grupo de holonomía es simplemente conexo, o sea, si es uno de los siguientes: $\operatorname{SU}(m), \operatorname{Sp}(k), \mathrm{G}_{2}, \operatorname{Spin}(7)$. En cuanto a estructuras geométricas, si el grupo de estructura $G$ es símplemente conexo, entonces la variedad es spin y está dotada de una cierta cantidad de espinores nunca nulos.

La teoría de espinores tiene sus orígenes en la búsqueda, llevada a cabo por Dirac, de un operador de ondas $I D$ acorde con la teoría de la relatividad. El objetivo era, básicamente, encontrar la raíz cuadrada del operador Laplaciano en $\mathbb{R}^{n}$. Este cálculo llevó a Dirac a introducir el álgebra de Clifford $\mathrm{Cl}_{n}$ de $\mathbb{R}^{n}$ : el $\mathbb{R}$-álgebra con unidad generado por $\mathbb{R}^{n}$, cocientado por las relaciones $v \cdot v=-|v|^{2} \cdot 1$. El operador $\not D$ es el operador de Dirac; la introducción de [54] recoge una exposición detallada de su desarrollo. Uno de los principales logros de la teoría de espinores es el toerema del índice de Atiyah-Singer, que relaciona el índice del operador de Dirac con un invariante topológico: el $\hat{A}$-género. La teoría de espinores juega un papel importante en diferentes situaciones geométricas: proporciona todos los campos de vectores linealmente independientes en las esferas, e interviene tanto en la existencia de métricas con curvatura escalar positiva como en el carácter entero de ciertas clases características.

El recubridor universal Ad: $\operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$ se construye a partir del álgebra de Clifford: $\operatorname{Spin}(n)$ es el subgrupo multiplicativo de $\mathrm{Cl}_{n}-\{0\}$,

$$
\operatorname{Spin}(n)=\left\{v_{1} \cdots v_{2 k} \text { tales que } 2 k \leq n,\left|v_{j}\right|=1\right\}
$$

y la aplicación recubridora es la conjugación $\operatorname{Ad}(g)(x)=g x g^{-1}$. El formalismo espinoral en $\mathbb{R}^{n}$ consiste en un $\mathrm{Cl}_{n}$ módulo ireducible $\Delta_{n}$ que proviene de un isomorfismo $\rho: \mathrm{Cl}_{n} \rightarrow \mathbf{k}(m)$ o $\rho: \mathrm{Cl}_{n} \rightarrow \mathbf{k}(m) \oplus \mathbf{k}(m)$; donde hemos denotado por $\mathbf{k}(m)$ al álgebra de matrices de dimensión $m$ sobre el cuerpo (o álgebra de división) $\mathbf{k} \in\{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$. Durante un tiempo se encontraron problemas para generalizar el formalismo espinorial en variedades orientables. Éstos fueron solventados a través de la noción de estructura spin. Las variedades que admiten una estructura spin se llaman variedades spin y son aquellas que tienen segunda clase de Stiefel-Whitney nula.

Sea $(M, g)$ una variedad Riemanniana orientada de dimensión $n$; denotemos por $\mathrm{P}_{\mathrm{SO}}(M)$ su fibrado $\mathrm{SO}(n)$ principal. Una estructura spin consiste en un fibrado principal p: $\mathrm{P}_{\mathrm{Spin}}(M) \rightarrow$ $\mathrm{P}_{\mathrm{SO}}(M)$ compatible con la aplicación $\operatorname{Ad}: \operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$, esto es, $\mathrm{p}(\gamma y)=\operatorname{Ad}(\gamma) \mathrm{p}(y)$ si $\gamma \in \operatorname{Spin}(n), y \in \mathrm{P}_{\text {Spin }}(M)$. El fibrado espinorial de una variedad spin $(M, g)$ es:

$$
\Sigma(M)=\mathrm{P}_{\mathrm{Spin}}(M) \times{ }_{\rho^{\prime}} \Delta_{n}
$$

donde $\rho^{\prime}: \operatorname{Spin}(n) \rightarrow \operatorname{End}\left(\Delta_{n}\right)$ es la restricción de una respresentación irreducible $\mathrm{Cl}_{n} \rightarrow$ $\operatorname{End}\left(\Delta_{n}\right)$. La particularidad de las secciones de este fibrado, los espinores, es que pueden ser multiplicados tanto por vectores como por formas; este producto existe porque la representación $\rho^{\prime}$ extiende a $\mathrm{Cl}_{n} \rightarrow \operatorname{End}\left(\Delta_{n}\right)$. Además, la conexión de Levi-Civita levanta al fibrado espinoral, permitiendo definir ecuaciones en derivadas parciales sobre espinores sin introducir información adicional. Este es el caso de la condición armónica, determinada por la anulación del operador de Dirac. Éste es un operador autoadjunto de primer orden, que tiene la
siguiente expresión en términos de una base ortonormal local $\left(e_{1}, \ldots, e_{n}\right)$ :

$$
\not D \eta=\sum_{i=1}^{n} e_{i} \nabla_{e_{i}} \eta
$$

Friedrich demostró en [53] que el primer autovalor $\lambda$ del operador de Dirac está relacionado con la curvatura escalar a través de la desigualdad $\lambda^{2} \geq \frac{n}{4(n-1)} \operatorname{mín}_{p \in M}\left\{\operatorname{scal}_{p}\right\}$, y que la igualdad se alcanza en presencia de un espinor Killing. Los espinores Killing son aquellos que verifican $\nabla_{X} \eta=\mu X \eta$, y si bien ya se estudiaban en el área de la relatividad general, aparecieron por primera vez dentro de la geometría Riemanniana en el artículo [53]. La relación entre espinores armónicos y estructuras geométricas será explorada más adelante en este resumen, dado que comprende parte del trabajo desarrollado en el Capítulo 2. Los espinores Killing nunca nulos determinan las estructuras $G_{2}$ nearly parallel y las estructuras $\mathrm{SU}(3)$ nearly Kähler; las últimas están caracterizadas por las condiciones $d \omega=3 \mathfrak{k e}(\Theta)$ y $d \mathfrak{I m}(\Theta)=-2 \omega^{2}$. Las esferas $S^{7}$ y $S^{6}$ equipadas con su métrica estándar son ejemplos de tales estructuras.

La presencia de ciertas estructuras geométricas dan lugar a propiedades de curvatura especiales. El tensor de cuarvatura Riemanniano $\mathcal{R}$ verifica puntualmente $\mathcal{R} \in \operatorname{Sym}^{2}(\mathfrak{h o l}(g))$; esta relación restringe la forma del tensor Ricci cuando la variedad tiene holonomía especial o excepcional. El tensor de Ricci de una variedad Kähler está determinado por la 1-forma de Ricci y es nulo cuando el grupo de holonomía es simplemente conexo. Asimismo, las variedades con holonomía $\operatorname{Sp}(k) \cdot \operatorname{Sp}(1)$ son Einstein. En el caso de las G estructuras, el tensor de Ricci está determinado por las formas de torsión tal y como expresan [23] y [69] para estructuras $G_{2}$ y $\operatorname{Spin}(7)$. Un ejemplo ilustrativo son las $G$ estructuras determinadas por espinores Killing; en este caso la métrica asociada es Einstein. Esta propiedad es consecuencia de la fórmula que relaciona el tensor de Ricci con la derivada covariante del espinor en [54, p. 64]. En el caso de las variedades con grupo de holonomía simplemente conexo, se demuestra que el tensor de Ricci es nulo combinando esta fórmula con el teorema de Wang.

La interacción entre la holonomía de una variedad Riemanniana y sus propiedades cohomológicas es bien conocida en el caso de las variedades compactas Kähler. Éstas son formales y su álgebra de cohomología admite una descomposición de Hodge y verifica la propiedad dura de Lefschetz. La fórmula de Weitzenböck para el Laplaciano permite generalizar la descomposición de Hodge en variedades Riemannianas compactas $(M, g)$ con holonomía contenida en un grupo $\mathrm{G} \subset \mathrm{SO}(n)$ de la lista de Berger. El espacio de las formas armónicas $\mathcal{H}^{k}(M, \mathbb{R})$ admite una descomposición en suma directa de subespacios determinados por las componentes irreducibles de la respresentación de $G$ en $\Lambda^{k}\left(\mathbb{R}^{n}\right)^{*}$. Ésta permite definir los números de Betti refinados. De manera explícita, sea $\Lambda^{k}\left(\mathbb{R}^{n}\right)^{*}=\oplus_{i \in I} \Lambda_{i}^{k}$ la descomposición en subespacios G invariantes e irreducibles. Descompongamos $\Omega^{k}(M)=\oplus_{i \in I} \Omega_{i}^{k}(M)$, la fórmula de Weitzenböck garantiza que el Laplaciano actúa en cada uno de los subfibrados $\Omega_{i}^{k}(M)$. En consecuencia,

$$
\mathcal{H}^{k}(M)=\oplus_{i \in I} \mathcal{H}_{i}^{k}(M)
$$

Además, si dos representaciones $\Lambda_{i}^{k}$ y $\Lambda_{j}^{l}$ son isomorfas entonces $\mathcal{H}_{i}^{k}(M) \cong \mathcal{H}_{j}^{l}(M)$. Los números de Betti refinados son $b_{i}^{k}=\operatorname{dim}\left(\mathcal{H}_{i}^{k}(M)\right)$. Cuando el grupo de holonomía es igual a G se obtienen más obstrucciones, por ejemplo, las variedades con holonomía $G_{2}$ y $\operatorname{Spin}(7)$ tienen $b_{1}=0$.

Deligne, Griffiths, Morgan, y Sullivan demostraron en [40] que las variedades Kähler compactas son formales. Este resultado es consecuencia del Lema $\partial \bar{\partial}$. La noción de formalidad
proviene del área de la homotopía racional fundada por Sullivan en 107. Su objeto de estudio es la parte libre de torsión de los grupos de homotopía de orden superior $\pi_{k}(M) \otimes \mathbb{Q}, k \geq 2 \mathrm{e}$ introduce nociones algebraicas como la de álgebra diferencial conmutativa graduada (ADCG) y su modelo minimal. El modelo minimal de una $\operatorname{ADCG}(\mathcal{A}, d)$ es una $\operatorname{ADCG}$ minimal (véase la definición 4.14) $(\mathcal{M}, d)$ y un homomorfismo $\Psi:(\mathcal{M}, d) \rightarrow(\mathcal{A}, d)$ que induce un isomorfismo entre sus grupos de cohomología.

Sea $M$ un complejo simplicial conexo de tipo finito y sea $\left(\mathcal{A}_{P L}(M), d\right)$ el ADCG de las formas racionales polinómicas. Una $k$-forma racional polinómica está determinada por una $k$-forma en cada símplex $\sigma$ de $M$ cuyos coeficientes son polinomios sobre $\mathbb{Q}$, de manera que $\omega_{\sigma}=\left.\omega_{\sigma^{\prime}}\right|_{\sigma}$ cuando $\sigma \subset \partial \sigma^{\prime}$. El teorema PL de de Rham garantiza que la cohomología de $\left(\mathcal{A}_{P L}(M), d\right)$ es $H^{*}(M, \mathbb{Q})$. El invariante introducido por Sullivan es el modelo minimal de $M$, que es el modelo minimal del ADCG $\left(\mathcal{A}_{P L}(M), d\right)$. Éste siempre existe y es único salvo isomorfismo. La relación entre los grupos de homotopía racionales y los modelos minimales se establece en [107, Teorema 10.1]:
Teorema 3. Sea $M$ un complejo simplicial conexo de tipo finito y nilpotente, y sea (M,d) su modelo minimal. El grupo de homotopía racional $\pi_{k}(M) \otimes \mathbb{Q}$ con $k \geq 2$ es el espacio dual del subespacio de grado $k$ en $\mathcal{M}$

La hipótesis de que $M$ sea nilpotente requiere que $\pi_{1}(M)$ sea nilpotente y que actúe en $\pi_{k}(M)$ como un homomorfismo nilpotente. Si el modelo minimal de $\left(\mathcal{A}_{P L}(M), d\right)$ coincide con el modelo minimal de $\left(H^{*}(M, \mathbb{Q}), d=0\right)$ decimos que $M$ es formal. El cálculo del modelo minimal es un proceso formal, hecho que explica el nombre de la propiedad: los grupos de homotopía racional de los espacios formales se obtienen de manera formal a partir de los grupos de cohomología racional.

Cuando $M$ es una variedad, su modelo minimal real se obtiene a partir del complejo de de Rham $\left(\Omega^{*}(M), d\right)$. En la práctica, el cálculo del modelo minimal puede ser difícil; el concepto de $s$-formalidad se emplea normalmente para decidir si una variedad es formal o no. De modo breve, esta propiedad depende de los generadores del modelo minimal de grado menor o igual que $s$. El teorema de dualidad de Poincaré permite probar en [49] que una variedad compacta orientable de dimensión $2 n$ o $2 n-1$ es formal si y solo si es $(n-1)$-formal. Además, los productos de Massey se utilizan frecuentemente para probar que una variedad es no formal. Su definición y relación con el concepto de formalidad se puede leer en [100, Sección 1.6].

El resultado de 40] implica que las variedades compactas con holonomía $\mathrm{SU}(m)$ y $\mathrm{Sp}(k)$ son formales. Las variedades compactas con holonomía contenida en $\operatorname{Sp}(k) \cdot \operatorname{Sp}(1)$ y curvatura escalar positiva son también formales [4]; en la prueba se utiliza la formalidad de las variedades compactas Kähler. Aún no se ha demostrado ni descartado que las variedades con holonomía excepcional sean formales. Se han obtenido resultados parciales en [29], [38] y [76]. Los resultados en [29] y [76] se basan en una idea de Verbitsky en [111], donde define un operador diferencial $\mathcal{L}_{\omega}$ en una variedad Kähler $(M, g, J)$ para dar una prueba alternativa de la formalidad de las variedades Kähler. Este operador está bien definido en las variedades Riemannianas dotadas de una $k$-forma paralela; el estudio de los operadores $\mathcal{L}_{\varphi}, \mathcal{L}_{\star \varphi}$ o $\mathcal{L}_{\Omega}$ definidos por $\varphi, \star \varphi$ o $\Omega$ cuando la holonomía está contenida en $\mathrm{G}_{2}$ o $\operatorname{Spin}(7)$ ha resultado fructífera pero no responde la pregunta. Además, el artículo [38] estudia el caso de 7-variedades; entre otros resultados, los autores prueban que si existiese una variedad compacta no formal con holonomía $\mathrm{G}_{2}$ tendría $b_{2} \geq 4$.

La búsqueda de variedades compactas con clases concretas de estructuras geométricas comienza normalmente en nilvariedades y solvariedades. Éstas son cocientes compactos de un
grupo de Lie $G$ por un retículo $\Gamma$; el grupo de Lie es nilpotente en el primer caso y resoluble en el segundo. Las nilvariedades y solvariedades son especiales desde el punto de vista topológico: son asféricas con $\pi_{1}(\Gamma \backslash G)=\Gamma$ y su primer número de Betti es mayor o igual que 2 en nilvariedades y mayor o igual que 1 en solvariedades. El teorema de Nomizu [98] establece que el modelo minimal real de una nilvariedad $\Gamma \backslash G$ es el ADCG de Chevalley-Eilenberg ( $\Lambda \mathfrak{g}^{*}, d$ ), cuya diferencial está determinada por $d \alpha(X, Y)=\alpha[X, Y]$ si $\alpha \in \mathfrak{g}^{*}$. Hemos denotado por $\mathfrak{g}$ el álgebra de Lie de $G$. La situación es distinta en caso de solvariedades; el teorema de Hattori [64] enuncia que el ADCG de Chevalley-Eilenberg es un modelo para una subclase de solvariedades, pero puede no ser el modelo minimal. Esta es la subclase de las solvariedades completamente resolubles, aquellas en las que los endomorfismos $\operatorname{ad}(X): \mathfrak{g} \rightarrow \mathfrak{g}, X \in \mathfrak{g}$, solo tienen autovalores reales. Además, las nilvariedades no abelianas son no formales, mientras que las solvariedades pueden ser tanto formales como no formales.

Normalmente dotamos a estos espacios de estructuras geométricas invariantes por la izquierda, inducidas por el grupo de Lie. La curvatura de las métricas asociadas a éstas es especial: tal como se prueba en [91, las métricas son planas o tienen curvatura escalar estrictamente negativa. Además las métricas no planas nunca son de tipo Einstein. En cuanto a las estructuras geométricas, las ecuaciones en derivadas parciales que definen cada clase se transforman en un sistema de ecuaciones que involucran las constantes de estructura del álgebra de Lie. Este enfoque simplifica el problema y es la razón por la que hablamos de estructuras geométricas en álgebras de Lie nilpotentes y resolubles. Las álgebras de Lie de dimensión menor o igual que 7 están clasificadas, véase [14] y [58]; apoyándose en dicha clasificación numerosos artículos tratan de determinar las álgebras de Lie nilpotentes que admiten una G estructura particular.

El comportamiento las estructuras geométricas en nilvariedades y solvariedades es amplio pero limitado. Un ejemplo ilustrativo es el caso de la variedad de Kodaira-Thurston, una nilvariedad de dimensión 4. Ésta fue la primera variedad simpléctica sin estructuras Kähler conocida. Naturalmente, el carácter no formal de las nilvariedades no abelianas impide que éstas sean Kähler. Además, las solvariedades completamente resolubles no abelianas no admiten métricas con holonomía contenida en $\mathrm{G}_{2}$ o $\operatorname{Spin}(7)$. De acuerdo con el teorema de Cheeger-Gromoll, si este fuera el caso de una solvariedad completamente resoluble ( $\Gamma \backslash G, g$ ) entonces su recubridor universal sería un producto $\mathbb{R}^{k} \times N$ donde $k=b_{1}(\Gamma \backslash G)$ y $N$ es una variedad compacta simplemente conexa. Como el recubridor universal de $\Gamma \backslash G$ es $G$, isomorfo a $\mathbb{R}^{7}$ o a $\mathbb{R}^{8}$, tenemos que $b_{1}\left(\Lambda \mathfrak{g}^{*}, d\right)=7,8$; por tanto, el grupo $G$ es abeliano. De modo similar, algunas clases de G estructuras no ocurren en nilvariedades y solvariedades. Este es el caso de aquellas que inducen métricas de curvatura escalar positiva, tales como las estructuras $\mathrm{SU}(3)$ nearly Kähler y las $\mathrm{G}_{2}$ nearly parallel. Lo mismo ocurre en una subclase de estructuras localmente conformemente paralela (LCP) de tipo $\mathrm{G}_{2}$ o $\operatorname{Spin}(7)$. La segunda está definida por la ecuación $d \Omega=\theta \wedge \Omega$; la 1-forma $\theta$ también se llama forma de Lee. Cuando la forma de Lee es cocerrada, la curvatura escalar es positiva. De hecho, las variedades LCP con forma de Lee nunca nula verifican un teorema de estructura [70]. Éstas son mapping torus de una variedad $N$ con recubridor universal compacto. La variedad $N$ posee una estructura $\mathrm{SU}(3)$ nearly Kähler en el caso de $\mathrm{G}_{2}$ y una estructura $\mathrm{G}_{2}$ nearly parallel en el caso de $\operatorname{Spin}(7)$. De esta caracterización se sigue que las solvariedades no admiten estructuras LCP invariantes por la izquierda.

Las propiedades topológicas de las nilvariedades y las solvariedades son limitadas. Las técnicas de resolución de orbifolds se ofrecen como alternativa para construir ejemplos compactos con propiedades topológicas diferentes. Este es la idea que se sigue en [11] y [50]
para construir variedades simplécticas simplemente conexas. Las acciones de grupos finitos en nilvariedades no son difíciles de construir. Cuando la acción preserva alguna G estructura invariante por la izquierda, el espacio cociente de la nilvariedad por la acción determina un orbifold dotado de una $G$ estructura. La desingularización, si es posible, proporciona una variedad con dicha G estructura y con propiedades topológicas diferentes. Más adelante en este resumen detallaremos este procedimiento.

Procedemos ahora a exponer los resultados principales de cada capítulo. Dividiremos la discusión en dos partes: el estudio de las estructuras $\operatorname{Spin}(7)$ desde el punto de vista de la teoría de espinores y la resolución de orbifolds simplécticos y $\mathrm{G}_{2}$. Los artículos que avalan la publicación de esta tesis por compendio son [85, 86, 87]. Los artículos [85] y [87] corresponden a la segunda parte de la tesis y están respectivamente contenidos en los Capítulos 4 y 3 . El artículo [86] se incluye dentro de la primera parte y corresponde al Capítulo 1] El trabajo [12] está siendo revisado para su publicación y complementa el trabajo desarrollado en el artículo [86]. Por tanto, su exposición es relevante para desarrollar el estado del arte de la tesis. Para hacer la exposición más clara presentamos su contenido en el Capítulo 2, en lugar de desarrollarlo en la parte de introducción a la tesis.

## Un enfoque espinorial de las estructuras $\operatorname{Spin}(7)$ y estructuras geométricas definidas por espinores

Desde que Fernández clasificase las estructuras $\operatorname{Spin}(7)$ no integrables en [43], pocos trabajos se han dedicado a su estudio. Una de las razones es que todavía quedan muchos problemas abiertos acerca de las estructuras $\mathrm{G}_{2}$. Además, la casificación de las estructuras $\operatorname{Spin}(7)$ es pequeña: solo hay 4 clases, frente a los 16 tipos de estructuras $\mathrm{G}_{2} \mathrm{y} \mathrm{U}(m)$. Una propiedad distintiva de la geometría $\operatorname{Spin}(7)$ es que las propiedades de ser paralela y cerrada son equivalentes para la 4 -forma que define la estructura. Las clases están determinadas por $d \Omega$; el espacio $\Lambda^{5}\left(\mathbb{R}^{8}\right)^{*}$ descompone como suma directa de dos subespacios $\operatorname{Spin}(7)$ invariantes y por tanto las clases no integrables puras son:

1. Localmente conformemente paralelas, si $d \Omega=\theta \wedge \Omega$ donde $\theta$ es una 1-forma cerrada.
2. Balanced, si $(\star d \Omega) \wedge \Omega=0$.

En el Capítulo 1 empleamos el enfoque espinorial para rescribir la clasificación de las estructuras $\operatorname{Spin}(7)$ en términos de la derivada covariante del espinor que define la estructura. Este estudio nos motiva a diseñar un método para construir estructuras $\operatorname{Spin}(7)$ de tipo balanced en el Capítulo 2, que sugiere definir una nueva clase de estructuras geométricas: las estructuras spin-harmonic.

## Clasificación espinorial de las estructuras $\operatorname{Spin}(7)$

Dedicamos el Capítulo 1 al estudio de las estructuras $\operatorname{Spin}(7)$ desde el punto de vista de la teoría de espinores. Este trabajo continúa el formalismo espinorial desarrollado en [1] para estructuras $\operatorname{SU}(3)$ y $\mathrm{G}_{2}$, y complementa el artículo [69, que investiga algunas propiedades de las estructuras $\operatorname{Spin}(7)$ a través de la geomería espinorial. Además, este enfoque nos permite recuperar los resultados de [83, 84] sobre estructuras $\mathrm{G}_{2}$ en hipersuperficies de variedades con estructura $\operatorname{Spin}(7)$ y la construcción de estructuras $\operatorname{Spin}(7)$ en fibrados $S^{1}$-principales sobre variedades $\mathrm{G}_{2}$. Este marco conceptual prueba ser útil en la construcción de ejemplos de estructuras $\operatorname{Spin}(7)$ de tipo balanced y localmente conformemente balanced.

En la primera parte de este capítulo, reescribimos la clasificación de las estructuras $\operatorname{Spin}(7)$ en términos de espinores. Antes de enunciar los resultados, describimos algunos conceptos necesarios para comprenderlos. El álgebra $\mathrm{Cl}_{8}$ es isomorfa a $\mathbb{R}(16)$, y por tanto la representación espinorial es $\Delta_{8}=\mathbb{R}^{16}$. Este espacio se descompone como suma directa de dos subespacios $\Delta_{ \pm}$de dimensión 8 , que se conocen como el subespacio positivo y negativo. Los espacios $\Delta_{ \pm}$son los autoespacios asociados al endomorfismo determinado por la multiplicación por el elemento de volumen $e_{0} \cdots e_{8} \in \mathrm{Cl}_{8}$, y por tanto son invariantes bajo la acción del grupo Spin(8). El estabilizador de un espinor no nulo del subespacio positivo o negativo bajo la acción del grupo $\operatorname{Spin}(8)$ es isomorfo a $\operatorname{Spin}(7)$; las imágenes de dichos grupos a través de la aplicación recubridora $\mathrm{Ad}: \operatorname{Spin}(8) \rightarrow \mathrm{SO}(8)$ no son conjugadas en $\mathrm{SO}(8)$, pero sí lo son en $\mathrm{O}(8)$.

Sea $(M, g)$ una variedad spin de dimensión 8 ; la igualdad $\Delta_{8}=\Delta_{+} \oplus \Delta_{-}$induce una descomposición del fibrado espinorial $\Sigma(M)=\Sigma^{+}(M) \oplus \Sigma^{-}(M)$. Tal y como se enuncia en la Proposición 1.8, un espinor de norma unidad $\eta$ en $\Sigma^{+}(M)$ da lugar a una estructura $\operatorname{Spin}(7)$ a través de la expresión:

$$
\Omega(W, X, Y, Z)=\frac{1}{2}((-W X Y Z+W Z Y X) \eta, \eta)
$$

Además, la Proposición 1.13 demuestra que la derivada covariante de $\eta$ y la torsión intrínseca de la estructura $\operatorname{Spin}(7)$ contienen la misma información. La relación entre estos objetos nos permite demostrar el Teorema 1.21, que pasamos a enunciar:

Teorema $\mathbf{A}$ (Teorema 1.21). La estructura $\operatorname{Spin}(7)$ determinada por un espinor $\eta$ es,

1. Paralela si $\nabla \eta=0$.
2. Balanced si $\not D \eta=0$.
3. Localmente conformemente paralela si existe un campo vectorial $V \in \mathfrak{X}(M)$ tal que $\nabla_{X} \eta=\frac{2}{7}\left(X^{*} \wedge V^{*}\right) \eta$. En tal caso, $\not D \eta=V \eta$.

El operador de Dirac juega un papel central en la clasificación dado que determina la forma de Lee, definida por la igualdad $\theta=-\frac{1}{7} \star(\star(d \Omega) \wedge \Omega)$. En términos del Teorema 1.21, $\theta=\frac{8}{7} V^{*}$ (véase la Proposición 1.23). Si bien la existencia de una estructura Spin(7) balanced en una variedad es una condición geométrica, ésta proporciona una solución a la ecuación de Dirac que es interesante desde el punto de vista analítico.

Nuestro planteamiento es diferente al propuesto por [1] para el estudio de las estructuras $\mathrm{SU}(3)$ y $\mathrm{G}_{2}$. Sea $\phi$ el espinor que determina la G estructura, entonces $\nabla_{X} \phi=\frac{1}{2} \Gamma(X) \phi ;$ donde $\Gamma$ ddenota la torsión intrínseca de la $G$ estructura, y $G \in\left\{\operatorname{SU}(3), \mathrm{G}_{2}\right.$, $\left.\operatorname{Spin}(7)\right\}$. Sea $(N, g, J, \Theta)$ una estructura $\mathrm{SU}(3)$, existen $\gamma \in \Omega^{1}(N)$ y $\mathcal{S}_{N} \in \operatorname{End}(T N)$ tales que $\Gamma=$ $i\left(\mathcal{S}_{N}\right) \mathfrak{R e}(\Theta)-\frac{2}{3} \gamma \otimes \omega$, donde $\left(i\left(\mathcal{S}_{N}\right) \mathfrak{R e}(\Theta)\right)(X, Y, Z)=\mathfrak{R e}(\Theta)\left(\mathcal{S}_{N}(X), Y, Z\right)$. Sea $(Q, g, \varphi)$ una estructura $\mathrm{G}_{2}$, existe $S_{Q} \in \operatorname{End}(T Q)$ tal que $\Gamma=-\frac{2}{3} i\left(\mathcal{S}_{Q}\right) \varphi$. Estas igualdades son ciertas dado que $\mathfrak{s u}(3)^{\perp}=\langle\omega\rangle \oplus i\left(\mathbb{R}^{6}\right) \mathfrak{R e}(\Theta)$, y $_{2}^{\perp}=i\left(\mathbb{R}^{7}\right) \varphi$. Sean $\phi_{N}$ y $\phi_{Q}$ los espinores que determinan la estructura geométrica en $N$ y $Q$. De acuerdo con [1, Lemas 2.2 y 2.3] se cumple:

$$
\begin{aligned}
\nabla_{X} \phi_{N} & =\frac{1}{2} \Gamma(X) \phi_{N}
\end{aligned}=\mathcal{S}_{N}(X) \phi_{N}+\gamma(X) \mathrm{j}\left(\phi_{N}\right), ~=~=\frac{1}{2} \Gamma(X) \phi_{Q}=\mathcal{S}_{Q}(X) \phi .
$$

donde j es una estructura compleja en $\Sigma(N)$ que anticonmuta con el producto de Clifford por campos vectoriales de $N$ (véase la subsección 2.2.2). Dado que $\mathfrak{s p i n}(7)^{\perp}$ no contiene a $\mathbb{R}^{8}$ como subrepresentación, (véase la subsección 1.2.3 para una descripción explícita), no podemos seguir la misma estrategia en nuestro caso. De hecho, $\nabla_{X} \eta \in \Sigma^{+}(M)$ y $\mathcal{S}(X) \eta \in \Sigma^{-}(M)$. Por este motivo, trabajamos directamente con la ecuación $\nabla_{X} \eta=\frac{1}{2} \Gamma(X) \eta$.

En este capítulo introducimos la noción de distribuciones $\mathrm{G}_{2}$ : una distribución de dimensión 7 coorientada con una estructura $G_{2}$ en una variedad $\operatorname{Spin}(7)$. Este formalismo unifica distintas situaciones geométricas que involucran estructuras $G_{2}$ y $\operatorname{Spin}(7)$, tales como hipersuperficies $G_{2}$ de variedades $\operatorname{Spin}(7)$, productos warped de variedades $G_{2}$ con $\mathbb{R}$ y fibrados $S^{1}$-principales con base una variedad $\mathrm{G}_{2}$; algunos de éstos habían sido estudiados por MartínCabrera en [83, 84]. Por ejemplo, una hipersuperficie $Q$ de $(M, g, \Omega)$ tiene una estructura $\mathrm{G}_{2}$ inducida por $\varphi=i(N) \Omega$, donde $N$ es un campo vectorial normal de norma unidad. Tal como establece el Teorema 1.39 , la clase de $\varphi$ como estructura $\mathrm{G}_{2}$ depende tanto del tipo de $\Omega$ como estructura $\operatorname{Spin}(7)$, como de las propiedades Riemannianas del embebimiento de $Q$ en $M$. La idea clave de esta parte, que también será explotada en el Capítulo 2, es la siguiente: el espinor que determina la estructura $\operatorname{Spin}(7)$ de la variedad ambiente también induce una estructura $\mathrm{G}_{2}$ en la distribución. Esto es, un único objeto codifica toda la información geométrica.

El formalismo de las distribuciones $\mathrm{G}_{2}$ nos permite estudiar las estructuras $\operatorname{Spin}(7)$ invariantes por la izquierda en grupos de Lie cuasi-abelianos. El estudio de las estructuras $\mathrm{G}_{2}$ en álgebras de Lie cuasi abelianas de dimensión 7 ha sido fructífero; esto nos motiva a llevar a cabo un estudio análogo en el caso de $\operatorname{Spin}(7)$. En [51] el autor determina qué álgebras de Lie admiten una estructura $\mathrm{G}_{2}$ cocerrada. Además en [52] el autor construye variedades de cohomogeneidad 1 con holonomía $\mathrm{SU}(4)$ resolviendo las ecuaciones de Hitchin partiendo de las estructuras $\mathrm{G}_{2}$ obtenidas en [51].

Estos grupos de Lie resolubles son productos semidirectos $\mathbb{R} \ltimes_{\epsilon} \mathbb{R}^{7}$ donde $\varepsilon=\exp (\operatorname{ad}(\mathcal{E}))$ $\operatorname{con} \mathcal{E} \in \mathbb{R}(7)$. Una estructura $\operatorname{Spin}(7)$ invariante por la izquierda en $\mathbb{R} \ltimes_{\epsilon} \mathbb{R}^{7}$ determina una estructura $\mathrm{G}_{2}$ paralela en cada hipersuperficie $\{t\} \times \mathbb{R}^{7}$. La clase de la estructura $\operatorname{Spin}(7)$ depende únicamente del endomorfismo $\mathcal{E}$, como probamos en el Teorema 1.49, Las clases puras se obtienen imponiendo condiciones a los autovalores complejos de la parte antisimétrica de $\mathcal{E}$. Además, la traza de $\mathcal{E}$ determina la componente de la forma de Lee que es paralela a $d t$. Este estudio nos permite obtener ejemplos compactos cuando encontramos retículos. Dado que no existen solvariedades con una estructura LCP invariante por la izquierda, buscaremos ejemplos de tipo balanced. De hecho, en la sección 1.8 proporcionamos el primer ejemplo de una estructura $\operatorname{Spin}(7)$ balanceada con $b_{1}=2$ que no es un producto $S^{1} \times N^{7}$.

Nuestros resultados nos permiten abordar problemas de clasificación de estructuras Spin(7) en álgebras de Lie nilpotentes cuasi-abelianas, que son 14 salvo isomorfismo. Determinamos aquellas que admiten una estructura $\operatorname{Spin}(7)$ balanced o una estructura estrictamente localmente conformemente balanced. Las últimas se introdujeron en el contexto de la teoría de supergravedad y verifican que la forma de Lee es cerrada y no nula. Nuestro análisis concluye el siguiente resultado:

Teorema $\mathbf{B}$ (Teorema 1.4). Sea $L_{3}$ el álgebra de Lie del grupo de Heisenberg de dimensión 3, sea $L_{4}$ el único álgebra de Lie nilpotente e indescomponible de dimensión 4, y sea $A_{j}$ el álgebra abeliana $j$-dimensional.

1. Toda estructura $\operatorname{Spin}(7)$ invariante en $A_{8}$ es paralela.
2. Las álgebras de Lie $\mathfrak{g}=A_{5} \oplus L_{3} y \mathfrak{g}=A_{3} \oplus L_{4}$ admiten una estructura estrictamente localmente conformemente balanced pero no admiten estructuras balanced.
3. El resto de álgebras de Lie cuasi abelianas nilpotentes admiten tanto una estructura balanced como una estructura estrictamente localmente conformemente balanced.

## Estructuras spin-harmonic y nilvariedades

El objetivo del Capítulo 2 es contruir estructuras $\operatorname{Spin}(7)$ de tipo balanced en nilvariedades de dimensión 8. Emplemos las ecuaciones espinoriales obtenidas en el Capítulo 1. Nuestro enfoque nos lleva a estudiar una nueva clase de estructuras geométricas en variedades de dimensión baja: las estructuras spin-harmonic.

El primer ejemplo compacto de una estructura balanced [46] es el producto de una nilvariedad de dimensión 5 con un 3 -toro. Posteriormente se obtienen más ejemplos compactos gracias a los trabajos [83, 84], éstos incluyen productos $N \times S^{1}$ donde ( $N, g, \varphi$ ) tiene una estructura $\mathrm{G}_{2}$ cerrada o puramente cocalibrada, esto es, que verifica $\tau_{i}=0$ si $i \neq 3$. En este capítulo trabajamos con nilvariedades Riemannianas de la forma $\left(N^{6} \times T^{2}, g_{6}+g_{2}\right)$, donde $\left(N^{6}, g_{6}\right)$ es una nilvariedad de dimensión 6 y $\left(T^{2}, g_{2}\right)$ es un toro plano; asumimos también que la estructura $\operatorname{Spin}(7)$ es invariante en la dirección de $T^{2}$. La razón de nuestra simplificación radica en que las álgebras nilpotentes de dimensión 8 no están clasificadas y la lista en dimensión 7 es muy extensa. Analizamos de manera separada el caso en que $N^{6}=N^{5} \times S^{1}$ y $g_{6}=g_{5}+g_{1}$, donde $g_{1}$ es la métrica plana de $S^{1}$. Nuestro estudio nos permite recuperar la estructura $\operatorname{Spin}(7)$ de [46].

La estructura $\operatorname{Spin}(7)$ de $N^{6} \times T^{2}$ induce una estructura $\operatorname{SU}(3)$ en $N^{6}$ o una estructura $\mathrm{SU}(2)$ en $N^{5}$ cuando $N^{6}=N^{5} \times S^{1}$. Tal como se obtiene en [35], las formas $\left(\alpha, \omega_{1}, \omega_{2}, \omega_{3}\right) \in$ $\Omega^{1}\left(N^{5}\right) \times \Omega^{2}\left(N^{5}\right)^{3}$ determinan una estructura $\operatorname{SU}(2)$ si:

1. $\omega_{i} \wedge \omega_{j}=0$ for $i \neq j, \omega_{1}^{2}=\omega_{2}^{2}=\omega_{3}^{2}$ y $\alpha \wedge \omega_{1}^{2} \neq 0$,
2. Si $i(X) \omega_{1}=i(Y) \omega_{2}$, entonces $\omega_{3}(X, Y) \geq 0$.

La condición balanced induce condiciones sobre las estructuras $\operatorname{SU}(3)$ o $\operatorname{SU}(2)$; éstas no son clases recogidas en la clasifificación de las estructuras $\operatorname{SU}(3)$ o $\operatorname{SU}(2)$ tal como se prueba en [1. Teorema 3.7] y el Corolario 2.39. Dado que las ecuaciones en términos de las formas que definen las estructuras son complicadas, empleamos el enfoque espinorial desarrollado en el Capítulo 1 y que consiste en encontrar espinores armónicos en $N^{k} \times T^{8-k}$ con $k \in\{5,6\}$. Dividimos nuestra búsqueda en tres pasos: reducción dimensional, elección de una estructura spin y obtención de una fórmula para el operador de Dirac en términos de las ecuaciones de estructura.

La reducción dimensional consiste en relacionar el espinor armónico de $N^{k} \times T^{8-k}$ que determina la estructura $\operatorname{Spin}(7)$ con un espinor en $N^{k}$. El fibrado espinoral de $N^{k}$ resulta ser el pullback mediante la inclusión al producto $N^{k} \times T^{8-k}$ del fibrado $\Sigma^{+}\left(N^{k} \times T^{8-k}\right)$; esto se deduce de las igualdades $\mathrm{Cl}_{5}=\mathbb{C}(4)$ y $\mathrm{Cl}_{6}=\mathbb{R}(8)$. Como consecuencia de nuestras hipótesis, existe un único modo de definir un espinor $\eta^{\prime} \in \Sigma\left(N^{k}\right)$ partiendo de un espinor $\eta \in \Sigma^{+}\left(N^{k} \times T^{8-k}\right)$; el espinor $\eta$ es armónico si y solo si $\eta^{\prime}$ lo es. Motivados por esta reducción dimensional, definimos una estructura spin-harmonic como la estructura geométrica determinada por un espinor armónico de norma unidad. Las ecuaciones en términos de las formas que definen la estructura se recogen en [1] en los casos de $\mathrm{G}_{2}$ y $\mathrm{SU}(3)$; y en la sección 2.4 del Capítulo 2 en el caso de $\mathrm{SU}(2)$.

Después nos centramos en los espinores que determinan estructuras geométricas invariantes por la izquierda: dotamos a la variedad de su fibrado espinorial trivial y elegimos espinores constantes. Esto es, las propiedades geométricas están determinadas por el álgebra de Lie y no dependen del retículo. Finalmente obtenemos una fórmula para el operador de Dirac de un espinor de este tipo en términos de las constantes de estructura del álgebra de Lie:

Proposición $\mathbf{C}$ (Proposición 2.41). Supongamos que $\left(e_{1}, \ldots, e_{n}\right)$ es una base ortonormal y sea $\phi$ un espinor invariante por la izquierda en un álgebra de Lie resoluble. Entonces,

$$
4 \not D \phi=-\sum_{i=1}^{n}\left(e^{i} \wedge d e^{i}+i\left(e_{i}\right) d e^{i}\right) \phi .
$$

Resolveremos la ecuación $\not D \phi=0$ de manera directa cuando tratamos con nilvariedades de dimensión 6. La estrategia en dimensión 5 es diferente y consiste en calcular el cuadrado del operador de Dirac $D^{2}$. Este planteamiento en dimensión 5 nos permite determinar todas las métricas invariantes por la izquierda que admiten espinores armónicos de este tipo. De acuerdo con la Proposición 2.50 tenemos:

$$
\not D^{2} \phi=\mu \phi+v \mathrm{j}_{1} \phi .
$$

La contante $\mu>0$ y el campo invariante $v \in \mathfrak{X}\left(N^{5}\right)$ están determinados por la métrica y las ecuaciones de estructura del álgebra de Lie. De esta fórmula deducimos que las métricas que admiten estructuras spin-harmonic están caracterizadas por la condición $\|v\|=\mu$. Además, el espacio de espinores armónicos invariantes tiene dimensión 4. Cuando existe una estructura spin-harmonic, el vector $v$ tiene una interpretación geométrica: la 1-forma obtenida a través del endomorfismo musical $v^{*}$ es proporcional a $\alpha$. El siguiente teorema resume nuestros resultados:

Teorema $\square$ (Teoremas 2.53, 2.58, Subsección 2.6.3 y Proposición 2.59. Sea N $N^{k}$ una nilvariedad de dimensión $k$ y sea $\mathfrak{n}$ el álgebra de Lie de su recubridor universal. Supongamos además que $\mathfrak{n}$ no es abeliana.

1. Si $k=5$ y $N^{5}$ admite estructuras spin-harmonic invariantes por la izquierda entonces $\mathfrak{n}=\mathrm{L}_{5, j}, j=1,2,3,4,6$.
2. Si $k=6$ y $N^{6}$ no admite estructuras spin-harmonic invariantes por la izquierda entonces $\mathfrak{n}$ es $\mathrm{L}_{3} \oplus \mathrm{~A}_{3}$ o $\mathrm{L}_{4} \oplus \mathrm{~A}_{2}$.
3. Las álgebras de Lie $L_{3} \oplus A_{5}$ y $L_{4} \oplus A_{4}$ no admiten estructuras $\operatorname{Spin}(7)$ balanced.

Los resultados del Capítulo 2 sugieren que hay muchas estructuras Spin(7) balanced. Este fenómeno está relacionado con un resultado de Hitchin en [67] que establece que toda variedad spin de dimensión 8 admite un espinor armónico. Sin embargo, este espinor no determinaría una estructura $\operatorname{Spin}(7)$ balanced si se anulara en algún punto. Además, la ecuación $\not D_{\eta}=0$ está sobredeterminada; ambos hechos nos llevan a pensar que podría investigarse la existencia de un h-principio en el sentido de Gromov para este tipo de estructuras.

## Orbifolds con estructuras geométricas y sus resoluciones

Los orbifolds fueron introducidos por Satake en [106] y se han mostrado útiles en numerosos contextos geométricos. Los orbifolds están modelados localmente en $\mathbb{R}^{n} / \Gamma$ donde $\Gamma$ es un subgrupo finito de $\mathrm{O}(n)$. Por tanto, tienen singularidades que en el modelo local son los puntos fijos de alguna isometría de $\Gamma$ distinta de la identidad. Muchos de los objetos empleados en geometría Riemanniana también son útiles en el contexto de los orbifolds: métricas, formas,
fibrados y operadores.
En esta tesis construimos resoluciones de orbifolds con una estructura simpléctica o de tipo $\mathrm{G}_{2}$ cerrada para así obtener variedades con tales estructuras geométricas y diferentes propiedades topológicas. Los orbifolds de los que partimos son normalmente el cociente global de una variedad por un grupo finito de difeomorfismos que preservan la estructura geométrica. Algunas propiedades topológicas de la resolución, tal como el grupo fundamental o los grupos de cohomología, pueden ser deducidos de las propiedades del orbifold y del lugar singular; vease por ejemplo la proposición 4.38 .

Este procedimiento permitió a Joyce construir variedades compactas con holonomía $\mathrm{G}_{2}$ y Spin(7). Sus resultados combinan técnicas de resolución de orbifolds y resultados de existencia analíticos. Estos orbifolds son cocientes de un 7 u 8 toro plano bajo la acción de un grupo de isometrías que preserva la estructura. El orbifold, bajo ciertas hipótesis, puede ser resuelto y dotado de una familia 1-paramétrica de estructuras geométricas cuya torsión tiende a 0 ; este procedimiento requiere técnicas de geometría algebraica. Los Teoremas 11.6.1 y 13.6.1. de 74 garantizan la existencia de una estructura sin torsión. En ambos casos, la acción del grupo se construye de modo que el grupo fundamental del orbifold sea finito; en el caso de $\operatorname{Spin}(7)$ también requiere que su $\hat{A}$-género sea 1 . Estas propiedades topológicas garantizan que el grupo de holonomía de las variedades construidas sea precisamente $\mathrm{G}_{2}$ o $\operatorname{Spin}(7)$.

## Resolución de orbifolds simplécticos de dimensión 4.

En el Capítulo 3 demostramos que los orbifolds simplécticos de dimensión 4 pueden resolverse; empleamos técnicas que provienen del área de la geometría algebraica, en la línea de los artículos [11], [50] y [93].

Desde el punto de vista de la geometría diferencial, los teoremas clásicos en geometría simpléctica se adaptan al contexto de los orbifolds; en 93] encontramos una exposición clara y precisa de estos resultados. Un ejemplo es la existencia de cartas de Darboux, que son de la forma ( $U, \omega_{0}$ ) donde $U \subset \mathbb{C}^{m} / \Gamma$; el grupo de isotropía $\Gamma$ es un subgrupo de $\mathrm{U}(m)$ y $\omega_{0}$ es la forma simpléctica estándar de $\mathbb{C}^{n}$. Otros ejemplos incluyen la construcción de una estructura casi compleja en el fibrado normal de una singularidad. El primer contrajemplo [50] de la conjetura de Thurston-Weinstein en dimensión 8 es un logro notable de las técnicas de resolución de orbifolds simplécticos. Esta conjetura establecía que una variedad simpléctica simplemente conexa de dimensión mayor o igual que 8 es necesariamente formal. Su falsedad en dimensión $\geq 10$ fue demostrada en [5]. Otro ejemplo destacado es la construcción de una variedad de dimensión 6 que no es Kähler pero es a su vez compleja y simpléctica [11.

El procedimento empleado en [11, 50] es ad-hoc y aprovecha técnicas procedentes de la resolución algebraica de singularidades. Estas técnicas ya habían sido utilizadas antes para la desingularizar orbifolds simplécticos cuyas singularidades son puntos aislados [28]. Procedemos a discutir brevemente su estrategia; en esta situación el único punto fijo de cada elemento distinto de la identidad es 0 . Por tanto, podemos reemplazar un entorno del 0 en el orbifold por un entorno del divisor excepcional en la resolución proyectiva de la singularidad cociente $\mathbb{C}^{m} / \Gamma$, que existe apelando a los teoremas clásicos de Hironaka [65, 66]. La forma simpléctica se construye interpolando la forma Kähler de la resolución con $\omega_{0}$ mediante el proceso de inflación introducido por Thurston en [108].

Aún no se ha probado que cada orbifold simpléctico admita una resolución simpléctica. Tal como se expone en la introducción del Capítulo 3, existen casos especiales en las que la
desingularización si es posible. En el Capítulo 3 demostramos:
Teorema $\mathbf{E}$ (Teorema 3.26). Sea $(X, \omega)$ un orbifold simpléctico compacto de dimensión 4. Existe una variedad simpléctica $(\tilde{X}, \tilde{\omega})$ y una aplicación diferenciable $\pi:(\tilde{X}, \tilde{\omega}) \rightarrow(X, \omega)$ que es un simplectomorfismo excepto un entorno pequeño del lugar de isotropía de $X$.

Este teorema fue probado previamente por Chen en [30] empleando técnicas propias de geometría simpléctica tales como rellenos simplécticos de variedades de contacto y reducciones simplécticas. Nuestro método es diferente y sigue las ideas de [28] y su generalización [93]. El artículo [93] trata el caso de los orbifolds con isotropía homogénea, que son aquellos en los que los lugares de isotropía no se intersecan unos con otros. La desingularización tiene lugar en el fibrado normal, que tiene una singularidad compleja en la fibra; para garantizar que la resolución en distintas fibras sean compatibles, los autores necesitan la resolución algebraica de 41] en lugar de los teoremas clásicos de Hironaka. La propiedad distintiva de la resolución construida en [41] es su equivarianza bajo la acción de grupos.

La ventaja de los orbifolds simplécticos de dimensión 4, en comparación con los de dimensión superior, reside en que la configuración de sus singularidades es más simple. Esto se sigue del hecho de que los elementos de $\mathrm{U}(2)$ distintos de la identidad fijan el origen o una linea compleja. Aparte de las singularidades aisladas, definimos los conjuntos de singularidades $\Sigma^{*}$ y $\Sigma^{1}$ mediante una carta de Darboux $\left(U, \omega_{0}\right)$ con $U \subset \mathbb{C}^{2} / \Gamma$ :

1. $x \in \Sigma^{*}$ si existe una linea compleja $L \subset \mathbb{C}^{2}$ tal que para todo elemento $1 \neq \gamma \in \Gamma$ se cumple $\operatorname{Fix}(\gamma)=L$.
2. $x \in \Sigma^{1}$ si existen al menos dos lineas complejas $L_{1}, L_{2} \subset \mathbb{C}^{2}$ y $\gamma_{1}, \gamma_{2} \in \Gamma$ tales que $L_{1}=\operatorname{Fix}\left(\gamma_{1}\right)$ y $L_{2}=\operatorname{Fix}\left(\gamma_{2}\right)$.

Las componentes conexas de $\Sigma^{*}$ son superficies y las de $\Sigma^{1}$ son los puntos de intersección de los cierres de las componentes conexas de $\Sigma^{*}$. Lo desafiante de la resolución es compatibilizar las resoluciones de diferentes superficies singulares de $\Sigma^{*}$ cuyos cierres se intersecan en puntos de $\Sigma^{1}$. Los puntos de $\Sigma^{*}$ tienen entornos contenidos en $\mathbb{C} \times\left(\mathbb{C} / \mathbb{Z}_{m}\right)$, que es topológicamente una variedad. Hay distintos modos resolver el modelo local, pero elegimos dotar al cociente de estructura de variedad compleja y cambiar la forma simpléctica mediante una perturbación. Para pasar del modelo local al caso general, construimos el fibrado normal de la singularidad e introducimos una conexion. Además, los modelos locales entorno a puntos $x \in \Sigma^{1}$ se pueden cambiar por otro modelo local en el que $x$ es una singularidad aislada. Para probarlo, en primer lugar argumentamos que $\mathbb{C}^{2} / \Gamma=\left(\mathbb{C}^{2} / \Gamma^{\prime}\right) /\left(\Gamma / \Gamma^{\prime}\right)$, donde $\Gamma^{\prime}$ es el subgrupo normal de $\Gamma$ formado por los elementos que fijan alguna linea compleja. Posteriormente, un resultados clásico de teoría invariante de grupos nos permite afirmar que $\mathbb{C}^{2} / \Gamma^{\prime}$ es una variedad compleja. Finalmente observamos que $\Gamma / \Gamma^{\prime}$ actúa libremente en $\left(\mathbb{C}^{2}-\{0\}\right) / \Gamma^{\prime}$.

Esta discusión nos lleva a diseñar una estrategia en cuatro pasos para resolver los orbifolds simplécticos de dimensión 4 sin singularidades aisladas. En primer lugar, definimos un atlas de variedad en $X-\Sigma^{1}$ y una 2-forma cerrada $\omega^{\prime}$ que es 0 en un entorno perforado de $\Sigma^{1}$ y es simpléctica fuera del mismo. El teorema de extensión de Riemann nos permite extender este atlas a $X$ de modo que las singularidades del nuevo atlas son aisladas. Más tarde construimos una forma simpléctica partiendo de $\omega^{\prime}$. Finalmente, resolvemos las singularidades aisladas empleando el método descrito en [28].

## Una variedad compacta no formal con $b_{1}=1$ dotada de una estructura $G_{2}$ cerrada

En el Capítulo 4 construimos una variedad compacta no formal con $b_{1}=1$ dotada de una estructura $G_{2}$ cerrada y probamos que esta no admite ninguna estructura $G_{2}$ paralela. Este es el primer ejemplo conocido de tales características. La construcción sigue algunas ideas del artículo 47] y requiere el desarrollo de técnicas de resolución de orbifolds $\mathrm{G}_{2}$ cerrados, inspirados en el artículo [75].

El problema de determinar las propiedades topológicas de las variedades compactas con una estructura $G_{2}$ cerrada que no admiten ninguna estructura $G_{2}$ paralela está lejos de ser entendido. Tal como se expone en la introducción al Capítulo 4, antes de este trabajo los ejemplos conocidos con $b_{1}=1$ eran formales [47], [81]. Sin embargo, no había razones para descartar la existencia de un ejemplo no formal con $b_{1}=1$. De hecho, los ejemplos en [34] son nilvariedades y por tanto no formales con $b_{1} \geq 2$. Merece la pena mencionar que aún no se ha construido ningún ejemplo con $b_{1}=0$. Tal como anunciabamos antes, el teorema principal del Capítulo 4 es el siguiente:

Teorema (Proposiciones 4.44, 4.46). Existe una variedad compacta no formal $M$ con $b_{1}=1$ dotada de una estructura $\mathrm{G}_{2}$ cerrada que admite ninguna estructura $\mathrm{G}_{2}$ paralela.

Nuestra construcción, al igual que la realizada en el artículo [47] emplea técnicas de resolución de orbifolds. Definimos un orbifold $X$ con una estructura $\mathrm{G}_{2}$ cerrada a través del cociente de una nilvariedad $N$ bajo la acción del grupo $\mathbb{Z}_{2}$. Esta acción preserva la estructura $\mathrm{G}_{2}$ de $N$, que es la obtenida en [34]. La resolución $M$ de $X$ es no formal; de hecho $X$ tampoco lo es, dado que la acción de $\mathbb{Z}_{2}$ preserva un producto de Massey no nulo en $N$. El producto de Massey no nulo de $X$ levanta a $M$ por pullback. Además, para garantizar que $b_{1}(M)=1$ construimos la acción de manera que $b_{1}(X)=1$ dado que el primer número de Betti no cambia tras el proceso de resolución (véase la Proposición 4.38). El lugar singular del orbifold se compone de 16 copias disjuntas de la variedad de Heisenberg de dimensión 3; hasta donde sabemos, esta es la primera vez que tal configuración ocurre.

Para desingularizar nuestro orbifold, desarrollamos un método de resolución de orbifolds con una estructura $G_{2}$ cerrada. Éste se inspira en el trabajo de Joyce y Karigiannis en [75], en el que resuelven orbifolds $X$ definidos como el cociente de una variedad $N$ con holonomía contenida en $G_{2}$ bajo la acción de el grupo $\mathbb{Z}_{2}$; la holonomía de la resolución también está contenida en $\mathrm{G}_{2}$. Hasta la fecha, éste y el trabajo fundacional de Joyce [71, [72], son los únicos que abordan la resolución de orbifolds con estructura $G_{2}$ paralela. El torema de resolución de [75] funciona en el caso en que el lugar singular $L$ de la acción, que tiene dimensión 3 , tenga una 1-forma armónica nunca nula. La estrategia que siguen es parecida a la empleada por Joyce en [71, [72] y está descrita en la introducción al Capítulo 4, centrémonos en algunos detalles.

El fibrado normal a $L$ en $N$ tiene una estructura compleja determinada por una 1-forma nunca nula; el fibrado normal a $L$ en $X$ tiene por tanto fibra $\mathbb{C}^{2} / \mathbb{Z}_{2}$, cuya resolución algebraica es el espacio de Eguchi-Hanson (véase la subsección 4.2.2). Se asume que la 1 -forma sea cerrada para garantizar que las formas $G_{2}$ definidas sean cerradas, y que sea cocerrada para asegurar que la torsión de éstas sea pequeña. El teorema que probamos en el Capítulo 4 es el siguiente:

Teorema $\mathbf{G}$ (Teorema 4.32). Sea $(M, \varphi, g)$ una estructura $\mathrm{G}_{2}$ cerrada en una variedad compacta. Supongamos que $\mathrm{j}: M \rightarrow M$ es una involución tal que $\mathrm{j}^{*} \varphi=\varphi$ y consideremos el
orbifold $X=M / \mathrm{j}$. Sea $L=F i x(\mathrm{j})$ el lugar singular de $X$ y supongamos que existe una 1forma cerrada nunca nula $\theta \in \Omega^{1}(L)$. Entonces existe una variedad compacta dotada de una estructura $\mathrm{G}_{2}$ cerrada $(\widetilde{X}, \widetilde{\varphi}, \widetilde{g})$ y una aplicación $\rho: \widetilde{X} \rightarrow X$ tales que:

1. La aplicación $\rho: \widetilde{X}-\rho^{-1}(L) \rightarrow X-L$ es un difeomorfismo.
2. Existe un entorno $U$ de $L$ tal que $\rho^{*}(\varphi)=\widetilde{\varphi}$ en $\widetilde{X}-\rho^{-1}(U)$.

Dado que en nuestro trabajo no estimamos la torsión, las hipótesis de nuestro teorema son mas laxas que las de [75]. En nuestro caso, la 1-forma nunca nula del lugar singular ha de ser cerrada en lugar de armónica; esta condición significa que cada componente conexa del lugar singular es un mapping torus sobre una superficie. Asimismo, aunque empleamos la misma estrategia para probar la existencia de la resolución, algunas partes técnicas se simplifican o evitan.

Finalmente, los dos argumentos que proporcionamos para probar que la variedad $M$ construida en este capítulo no admite ninguna métrica con holonomía contenida en $\mathrm{G}_{2}$ se basan en la formalidad. La variedad $M$ no verifica la obstrucción de casi formalidad obtenida en [29], que describimos brevemente. El álgebra de de Rham de una variedad con holonomía contenida en $\mathrm{G}_{2}$ es cuasi-isomorfo a un ADCG con todas las diferenciales 0 salvo en grado 3 . El álgebra se construye mediante el operador diferencial $\mathcal{L}_{\varphi}$ introducido anteriormente. Esto implica que los productos de Massey son nulos salvo quizá aquellos $\langle[\alpha],[\beta],[\gamma]\rangle$ tales que $|\alpha|+|\beta|=4$ y $|\beta|+|\gamma|=4$, donde $|\alpha|$ denota el grado de $\alpha$. La variedad $M$ no es casi formal porque tiene un producto de Massey no nulo $\langle[\alpha],[\beta],[\gamma]\rangle$ tal que $|\alpha|=|\gamma|=1$ y $|\beta|=2$.
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