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A plethora of Bayes factors for variable selection, objective and subjective, can be
found in the Bayesian literature of linear models. In this talk we deal with the question
of what Bayes factor should be recommend to the users. For moderate sample sizes
the probabilistic properties of the Bayes factors as model selector are examined along
with the probability that the objective and subjective Bayes factors select different
models. The location of the sampling models for which there is discrepancy in the
selection and the uncertainty of such a discrepancy are given. For large sample sizes
we present an analysis of the consistency of the Bayes factors when the dimension of
the linear model p is either constant or grows at a rate p = O(nb) for 0 < b ≤ 1.
Palabras clave: asymptotic, Bayes factors for nested models, complex linear models,
g-priors, intrinsic priors, mixtures of g-priors, robust decisions

A Bayesian approach for one-way ANOVA under unequal variances. F.J.
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In this report a Bayesian solution to the problem of testing the equality of the means of
k independent normal populations with unknown and arbitrary variances is provided.
An important issue in the solution of this problem is the determination of groups with
equal means, often solved by multiple comparisons, which can lead to results that are
difficult to interpret. In order to avoid this drawback, we propose to treat all possible
alternatives existing in the alternative hypothesis by considering the set of all possible
configurations of the set of k means. This idea is closely related to the statistical pro-
blem of cluster analysis. This allows us to reformulate the testing problem in terms of
model selection. A hierarchical model is proposed to compute the Bayes factor of all
models, as well as the posterior probability of all the possible configurations. Some
illustrative examples of the goodness of the proposed solution are presented.
Palabras clave: Bayes factor, configuration, hierarchical model, model selection, clus-
ter analysis.
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