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Abstract 

In this paper we present research results with gApp, a text-preprocessing system designed for automati-

cally detecting and converting discontinuous multiword expressions (MWEs) into their continuous forms 

so as to improve the performance of current neural machine translation systems (NMT) (see Hidalgo-

Ternero, 2021 & 2022, Hidalgo-Ternero & Corpas Pastor, 2020, 2022a & 2022b, Hidalgo-Ternero, Lista, 

and Corpas Pastor, 2022, and Hidalgo-Ternero and Zhou-Lian, 2022a & 2022b). To test its effectiveness, 

eight experiments with several NMT systems such as DeepL, Google Translate, ModernMT and VIP have 

been carried out in different language directionalities (ES/FR/IT > ES/EN/DE/FR/IT/PT/ZH) for the trans-

lation of somatisms, i.e., MWEs containing lexemes referring to human or animal body parts (Mellado 

Blanco, 2004). More specifically, we have analysed both flexible verb-noun idiomatic constructions 

(VNICs) and flexible verb + prepositional phrase (VPP) constructions. In this regard, the promising results 

obtained for these typologies of MWEs throughout experiments 1-8 will shed some light on new avenues 

for enhancing MWE-aware NMT systems.   

1 Introduction 

The recent emergence of neural networks in natural language processing has represented a real 

breakthrough in the field of machine translation, bringing forth Neural Machine Translation 

(NMT), which has resulted in a considerable qualitative leap compared to previous ruled-based 

and statistical models (Bentivogli et al., 2016; Junczys-Dowmunt et al., 2016; Shterionov et al., 

2018). Despite these advances, NMT systems still have an important weak spot: multiword 

expressions (MWEs). As well as their quintessential problematic features such as syntactic 

anomaly, non-compositionality, diasystematic variation and ambiguity, among others, a further 

challenge arises for NMT: MWEs do not always consist of adjacent tokens (e.g., He took all 

their remarks into consideration.), which seriously hinders their automatic detection and trans-

lation (Corpas Pastor, 2013; Foufi et al., 2019; Monti et al., 2018; Ramisch & Villavicencio, 

2018; Rohanian et al., 2019). To overcome the challenges that discontinuous MWEs still pose 

for even the most robust NMT systems (cf. Colson, 2019; Zaninello & Birch, 2020), we have 

designed gApp1, a text-preprocessing system for the automatic identification and conversion of 

discontinuous MWEs into their continuous form in order to improve NMT performance. In this 

regard, 8 experiments, summarised in the Results section, have been carried out to prove gApp’s 

effectiveness. 

Against this background, the remainder of the paper is structured as follows. Section 2 illus-

trates the research methodology. In Section 3, gApp’s precision and recall from experiments 1-

8 is tested, in order to then assess to what extent this system can enhance NMT performance 

 
1 gApp is accessible through the following link: http://lexytrad.es/gapp/app.php . This application is registered in 

Safecreative: https://www.safecreative.org/work/2011165898461-gapp. 
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under the challenge of MWE discontinuity. Finally, Section 4 provides concluding remarks on 

how to further enhance MWE-aware NMT systems through gApp. 

2 Methodology 

This section presents the research methodology employed in order to assess to what extent gApp 

can optimise the performance of the NMT systems of DeepL, Google Translate, ModernMT 

and VIP in different language directionalities (ES/FR/IT > ES/EN/DE/FR/IT/PT/ZH). Analo-

gously to Hidalgo-Ternero (2020), the concordances containing the discontinuous somatisms 

under study have been retrieved from two giga-token web-crawled corpus families (TenTen 

and Timestamped JSI web corpus) and the subcorpora available for the different languages 

under study (esTenTen18 and Timestamped JSI web corpus 2014-2021 Spanish, for Spanish; 

enTenTen20 and Timestamped JSI web corpus 2014-2021 English, for English, etc.). All these 

corpora are accessible through the corpus management system Sketch Engine (Kilgarriff et al., 

2004). 

The MWEs analysed through experiments 1-8 belong to the category of idiomatic expres-

sions, since they have a non-compositional meaning (which is why they are also defined as 

semantically non-decomposable idioms or SNDIs [Bargman & Sailer, 2018]). Concerning their 

fixedness, following Parra et al.’s (2018) taxonomy for MWEs in Spanish, they can be classified 

as flexible, since other elements can appear embedded within the constituents of the MWEs. 

With regards to their morphosyntactic structure, they belong to two main categories: verb-noun 

idiomatic constructions (VNICs) and verb + prepositional phrase (VPP) constructions. Finally, 

considering the nature of their constituents, they are somatisms, i.e., idioms containing terms 

that refer to human or animal body parts (Mellado Blanco, 2004). In this regard, we have de-

cided to analyse specifically idiomatic expressions because their non-compositional meaning 

makes them become potentially easier to detect and translate by NMT systems when all the 

constituents are contiguous, as we proved in experiments 1-8 (see Table 1 in the Results sec-

tion). 

Despite the challenges that user-generated content’s (UGC) ubiquitous source-text error, 

noise and out-of-vocabulary tokens still pose to even the most robust NMT systems (Belinkov 

& Bisk, 2018; Lohar et al., 2019), a heterogeneous sample in terms of language varieties, text 

sources and types (including UGC) was selected for the analysis so as to alleviate sampling 

bias, which could otherwise originate from uniquely examining NMT canonical training data 

for the somatisms under study. In this way, a total of 3360 cases was analysed, comprising 1680 

discontinuous and 1680 continuous forms (i.e., after the conversion) of somatisms, split by dif-

ferent unigrams, bigrams or trigrams. Besides these relevant results, for each somatism 50 ir-

relevant results (i.e., concordances containing analogous patterns to the MWEs but unrelated to 

the idiomatic sequences) were compiled, in order to calculate, at a first stage, both the precision 

and recall of this system, considering all the constituents of the MWE. 

Once both parameters were quantified, at a second stage, the results concerning the NMTs’ 

performance for the different concordances were classified within three main categories: before 

gApp, after the automatic conversion with gApp, and after the manual conversion, which hence 

constituted our gold standard. The same study was conducted for all the language directionali-

ties. The NMTs’ outputs for these different scenarios were then manually assessed following 

an instance-based MT evaluation (Zaninello & Birch, 2020) with several possible target-text 

candidates for each of the somatisms in both their continuous and discontinuous forms. To this 

end, morphological, syntactic, and/or orthotypographic divergences or source-text/translation 

imprecisions affecting other elements in the sentences were not considered per se as errors if 

they were unrelated to the phenomenon of MWE discontinuity for the somatisms under study. 

 



3 Results 

Eight different experiments, summarised in Table 1, have been carried out to prove gApp’s 

effectiveness. 

 

 Type 

of 

MWE 

Language 

directio-

nalities 

NMTs 

analysed 

NMTs’ 

accuracy 

before 

gApp 

NMTs’ 

accuracy 

after 

gApp 

Improve-

ment  

after 

gApp 

Manual 

conver-

sion 

1. VNC ES>EN DeepL 80.7% 90.7% 10% +3.2% 

Google 

Translate 

60.7% 75.4% 14.6% +2.1% 

2. VNC ES>EN DeepL 49% 62.5% 13.5% +0.5% 

ES>DE 43.5% 52.5% 9% +0.5% 

3. VNC FR>EN DeepL 40% 58% 18% = 

FR>ES 41.5% 58% 16.5% = 

4. VPP ES>EN ModernMT 50% 60% 10% = 

ES>DE 23.3% 33.3% 10% = 

ES>FR 49.3% 60% 10.7% = 

ES>IT 56.7% 60.7% 4% = 

ES>PT 56% 58.7% 2.7% = 

ES>EN DeepL 70.7% 81.3% 10.7% +0.7% 

ES>DE 59.3% 66.7% 7.3% +0.7% 

ES>FR 69.3% 74% 4.7% +0.7% 

ES>IT 76% 80% 4% +0.7% 

ES>PT 68% 74% 6% +0.7% 

ES>EN Google 

Translate 

66% 75.3% 9.3% = 

ES>DE 35.3% 43.3% 8% = 

ES>FR 65.3% 73.3% 8% = 

ES>IT 78.7% 79.3% 0.7% = 

ES>PT 72.7% 79.3% 6.7% = 

5. VPP ES>EN VIP 45.5% 67% 21.5% -0.5% 

ES>EN DeepL 77% 85.5% 8.5% = 

ES>EN Google 

Translate 

64% 77.5% 

13.5% 

-1% 

6. VPP IT>EN ModernMT 25.5% 42% 16.5% +1% 

IT>DE 28% 37% 9% = 

IT>EN Google 

Translate 

64.5% 82.5% 18% +0.5% 

IT>DE 50.5% 61% 10.5% -1% 

IT>EN DeepL 75% 75% 0% -0.5% 

IT>DE 62% 67.5% 5.5% = 

7. VNC ES>EN Google 

Translate 

21.5% 25% 3.5% = 

DeepL 57% 54.5% -2.5% = 

ES>ZH Google 

Translate 

11% 14% 3% = 

DeepL 42.5% 39.5% -3% = 

8. VPP ES>EN Google 

Translate 

13.6% 66.0% 52.4% +0.8% 



DeepL 66% 90% 24% = 

ES>ZH Google 

Translate 

13.6% 64.8% 51.2% +0.8% 

DeepL 54.8% 73.6% 18.8% = 

Total (experiments 1-8) 52.1% 66.8% 14.6% +0.5% 

Table 1. gApp’s results through experiments 1-8 

 

In Table 1, it is possible to observe a considerable improvement in NMT performance from 

52.1% before gApp up to 66.8% after gApp (i.e., a final enhancement by 14.6%). Global results 

have also shown how gApp’s automatic conversion managed to achieve an analogous perfor-

mance to the manual conversion (with only a 0.5% difference between the two types of conver-

sion). This is chiefly due to gApp’s refined detection system both in terms of final average 

precision (95.9%) and recall (97.3%), which means that only 4.1% of the irrelevant results could 

enter the system and exclusively 2.7% of the relevant results were not successfully detected. A 

summary of gApp’s precision and recall through experiments 1-8 can be observed in Table 2. 

   
Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 Exp. 7 Exp. 8 Global 

Precision 94.8% 95.1% 96.1% 94.9% 95.2% 98.3% 95.3% 97.3% 95.9% 

Recall 96.8% 97.5% 98.5% 99.3% 96% 92% 99.5% 98.8% 97.3% 

F1 95.8% 96.3% 97.3% 97.1% 95.6% 95.2% 97.4% 98.1% 96.6% 

Table 2. gApp’s precision and recall through experiments 1-8 
 

Other interesting findings can be observed in target-text errors in different language direction-

alities due to NMT pivoting through English. In this regard, let us contrast some instances of 

DeepL’s performance for the Spanish somatisms bajar los brazos and arrimar el hombro into 

English and German.  
 

Table 3. Instances of DeepL’s mistranslations in English and German for the somatism bajar 

los brazos 

 
  

 KWIC extracts 

ST [ES] Las dificultades del primero para iniciar el juego colaboraron en alguno de los 

goles rivales; el segundo trato de dar coherencia al juego de un equipo horroroso 

en la transición defensiva, hasta que bajó los brazos definitivamente.  

 DeepL’s outcomes 

TT [EN] 

 

The difficulties of the first one to start the game collaborated in some of the rival 

goals; the second one tried to give coherence to the game of a horrendous team in 

the defensive transition, until it gave up the arms definitively.  

TT [DE] 

 

Die Schwierigkeiten des ersten, das Spiel zu beginnen, wirkten bei einigen der 

rivalisierenden Tore mit; der zweite versuchte, dem Spiel einer horrenden Mann-

schaft in der defensiven Übergangsphase Kohärenz zu verleihen, bis er die Waffen 

endgültig abgab.  



Table 4. Instance of DeepL’s mistranslation in German for the somatism arrimar el hombro 

 

In Table 3 it is possible to observe that, in the ES>DE directionality, bajar los brazos has been 

translated as die Waffen angeben (‘to give up the weapons’). The only way to understand what 

yielded this unpredictable outcome is to analyse the English target text for the source-text (ST) 

somatism in the ES>EN directionality: to give up the arms. Therefore, in the ES>DE scenario, 

the German version was mostly determined by the training data with English with a misinter-

pretation of the arms as die Waffe (‘the weapons’) instead of die Arme (‘the arms’ as body 

parts). Analogous mistranslations can be observed when examining DeepL’s outcomes in other 

language directionalities for this Spanish ST idiom: abandoner les armes (‘to abandon the 

weapons’) in French, and cedere le armi (‘to give in the weapons’) in Italian. In Table 4, a 

similar problem can be detected. In this case, while in ES>EN an appropriate equivalent for the 

ST somatism arrimar el hombro has been offered (to put the shoulder to the wheel), in the 

ES>DE scenario it is possible to detect the sequence die Schulter ans Steuer legen (‘to put the 

shoulders on the [steering] wheel’), with no idiomatic meaning. Once again, similar mistrans-

lations with no idiomatic readings are to be found in other language directionalities for this 

Spanish ST somatism: mettre l’épaule à la roue in French, mettere la spalla alla ruota in Italian, 

or colocar o ombro na roda in Portuguese. These mistranslations hence emphasise the necessity 

for more training data in language combinations different from English, in order to avoid Eng-

lish-centred NMT outcomes.  

4 Conclusion 

The findings of our study confirm our hypothesis: the system gApp can, on average, improve 

the quality of the neural machine translation of discontinuous MWEs by converting them into 

their continuous form. More specifically, gApp has proved to enhance NMT for the analysed 

MWEs with a final average amelioration by 14.6%, which is only a 0.5% lower than the gold 

standard (15.1%).  

These promising results with VNC and VPP somatisms in different language directionalities 

invite to further increase gApp’s detection lexicon and conversion mechanism so as to evaluate 

to what extent it can also result in NMT enhancement for other discontinuous MWE categories. 

In addition, the present study can also constitute the basis for further research to assess the 

scalation of this model to other language-dependent text preprocessing systems for the auto-

matic conversion of discontinuous MWEs in syntactically flexible languages, with the purpose 

of enhancing MWE-aware NMT systems.  

 

 

  

 KWIC extracts 

ST [ES] 

 

Por esta razón sólo cabía la posibilidad de arrimar el hombro un poco y realizar 

las aportaciones y modificaciones económicas necesarias, para conseguir una 

plaza de toros más viable. 

 DeepL’s outcomes 

TT [EN] 

 

For this reason, there was only the possibility of putting the shoulder to the wheel 

a little and making the necessary contributions and economic modifications, in 

order to achieve a more viable bullring. 

TT [DE] Aus diesem Grund gab es nur die Möglichkeit, ein wenig die Schulter ans Steuer 

zu legen und die notwendigen Beiträge und wirtschaftlichen Änderungen vor-

zunehmen, um eine lebensfähigere Stierkampfarena zu erreichen. 
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