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Abstract: This manuscript presents a full duplex communication system for the Deaf and Mute (D-M)
based on Machine Learning (ML). These individuals, who generally communicate through sign
language, are an integral part of our society, and their contribution is vital. They face communication
difficulties mainly because others, who generally do not know sign language, are unable to com-
municate with them. The work presents a solution to this problem through a system enabling the
non-deaf and mute (ND-M) to communicate with the D-M individuals without the need to learn
sign language. The system is low-cost, reliable, easy to use, and based on a commercial-off-the-shelf
(COTS) Leap Motion Device (LMD). The hand gesture data of D-M individuals is acquired using an
LMD device and processed using a Convolutional Neural Network (CNN) algorithm. A supervised
ML algorithm completes the processing and converts the hand gesture data into speech. A new
dataset for the ML-based algorithm is created and presented in this manuscript. This dataset includes
three sign language datasets, i.e., American Sign Language (ASL), Pakistani Sign Language (PSL),
and Spanish Sign Language (SSL). The proposed system automatically detects the sign language and
converts it into an audio message for the ND-M. Similarities between the three sign languages are
also explored, and further research can be carried out in order to help create more datasets, which can
be a combination of multiple sign languages. The ND-M can communicate by recording their speech,
which is then converted into text and hand gesture images. The system can be upgraded in the future
to support more sign language datasets. The system also provides a training mode that can help D-M
individuals improve their hand gestures and also understand how accurately the system is detecting
these gestures. The proposed system has been validated through a series of experiments resulting in
hand gesture detection accuracy exceeding 95%.

Keywords: deaf-mute person; hand gesture recognition; leap motion device; machine learning;
multi-language processing; sign language dataset

1. Introduction

There are millions of deaf and mute (D-M) people who heavily rely on sign language to
communicate with others. They are often faced with the challenge of establishing effective
communication when others are unable to understand or use sign language. In general,
people with no physical impairment do not make an effort to learn sign language. This
creates a scenario where it is difficult to establish effective communication between the
D-M and non-deaf and mute (ND-M). To overcome this problem, a system is needed that
provides a platform where the D-M and the ND-M can communicate with each other.

This work focuses on the use of information and communication technology (ICT) to
provide a platform for which a system can be developed to support this type of communica-
tion. The research covers the development of a software application that is interfaced with
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hardware and uses different algorithms to solve some of the above-discussed problems.
This is expected to be a step towards improving the integration of the D-M in society. The
development presented in this manuscript uses existing sign language datasets to establish
automated communication. The proposed system is designed around commercial-off-the-
shelf (COTS) hardware integrated with a software application using machine learning (ML)
algorithms that provide full-duplex communication.

The use of ML is providing a growing number of solutions to complex problems in
diverse areas related to human impairment. ML is already applied to establish effective
communication systems so that the D-M and the ND-M can communicate. Researchers
are using existing algorithms, as well as creating new algorithms, to enhance the existing
systems. ML algorithms are not only being deployed to solve existing problems, but these
algorithms are also employed to increase efficiency by reducing processing time, creating
consistent datasets, and improving quality.

This research is the continuation of the previously published work [1]. In this
manuscript, the capability of the previous system is significantly enhanced, and new
features include the new combined sign language datasets, American Sign Language (ASL),
Pakistani Sign Language (PSL) and Spanish Sign Language (SSL). The online versions of
these datasets are enhanced by including more images of better quality and variations
of individual gestures. The updated system now includes a language detection feature
and an improved user profile which contains more information such as right/left hand,
speed and accuracy of user’s hand gestures, default user’s sign language dataset, etc.
The proposed system is further validated using new experiments. A comparison of the
three-sign languages is also carried out. A literature review is extended to help improve the
proposed system. The software application is updated and includes the features mentioned
here. Some new features, i.e., detecting gestures when the user is holding or wearing other
objects like a wristwatch, ring, etc., are also added. The database is updated with new
images, and the algorithm is further improved to exploit the new features.

In this manuscript, limitations of the existing systems are studied, and a new two-way
communication system for the D-M and the ND-M is presented based on a new dataset
created, which is the combination of ASL, PSL, and SSL, with a focus on overcoming
limitations in existing systems. Within this research, the three datasets which are individu-
ally available are further enhanced to improve the quality of these datasets. The details
of the proposed system are presented in this manuscript and validated using a series of
experiments. The acquired hand gesture data is processed using Convolutional Neural
Network (CNN), and further processing, discussed later, is implemented using supervised
ML. Figure 1 shows the scope of this work, which encompasses the four main building
blocks, which include CNN, supervised ML algorithms, selection and processing of sign
language datasets, and review of hardware tools for hand gesture acquisition.
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A summary of the section-wise layout of the manuscript is outlined here. Section 2
provides a detailed review of existing systems as part of the related work to understand
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the current state of research, novel features, limitations of existing systems, and prototypes.
Section 3 presents the research methodology through 4 steps. The next sections, i.e., 4 and
5, provide the details of the proposed communication system and its validation through
experimental setups. The results of these experiments are presented in Section 5. A
discussion section is presented in Section 6, followed by the last Section 7, which covers
conclusions and future work.

2. Related Work

This section is a review of recent research work carried out for the development
of communication systems involving the D-M. The review includes the novel features
presented by the authors as well as the limitations of their proposed systems.

2.1. System Level Review

In the manuscript [2], the authors used a Leap Motion Device (LMD) to acquire hand
gesture signals. The D-M can communicate with others using hand gestures while the
ND-M are provided with an android application that converts speech to text. The accuracy
of gesture detection is 95%. The authors in [3] presented a system that converts hand
gestures from the D-M into text. The system also displays a gesture image for the text
input. A portable device is designed by the authors in [4]. The D-M can carry this device to
acquire and convert hand gestures into speech. In [5], a contactless hand gesture recognition
system is presented where the gesture is acquired using an LMD. Long Short-Term Memory
(LSTM) recurrent neural networks were used for gesture detection.

The authors used an LMD for hand gesture recognition for the D-M in [6]. They defined
a criterion for hand gesture recognition and used different methods such as Gaussian
Mixture Model (GMM), Hidden Markov Model (HMM), and Dynamic Time Warping
(DTW) for image data processing. In the manuscript [7], the authors acquired sign language
gestures using a camera. Various neural network algorithms were compared to process
the image data and calculate the accuracy of the proposed system. The authors in [8]
developed a learning system for the D-M people. They used Augmented Reality to convert
the acquired gesture into a 3D model. They also developed a glove using Flex sensors.

The manuscript [9] is a survey paper where the authors collected and reviewed data to
understand different reasons for hearing loss and the age when it is detected. A prototype
of a glove using flex sensors is designed by the authors in [10]. They designed a system
where hand gestures are acquired and then converted into text and voice. The researchers
in [11] reviewed and compared several techniques for hand gesture recognition and listed
the novel features of different algorithms, and they also highlighted their limitations.
This survey provides a good insight into different algorithms, including their pros and
cons. In [12], an automated ASL-based hand gesture recognition system is presented,
where hand gestures are first detected and then converted into text. An automated sign
language detection system is proposed by the authors in [13], where they designed two-way
communication using an ASL dataset.

The Bangla Sign Language (BSL) dataset is applied in [14], where the authors processed
the hand gesture data using CNN, reporting an accuracy exceeding 98%. In [15], the authors
developed a mobile phone application where a customized interface for individual users
is proposed. This application provides support for multiple languages. An Arabic Sign
language (ArSL) based system is presented by authors in [16]. The detected ArSL hand
gestures are converted into voice. In this manuscript, the authors surveyed different hand
gesture detection techniques.

A CNN-based hand gesture recognition system is presented in [17]. The authors
reported a hand gesture recognition accuracy exceeding 93%. In [18], the researchers devel-
oped a glove that was used for translating ASL and reported an accuracy of 95%. A portable
hand gesture recognition prototype is presented in [19]. The authors of this manuscript
used a deep learning algorithm to process image data, which is then converted to speech.
In [20], the authors developed a prototype of a smart glove for detecting sign language, and
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when a gesture is recognized, a recorded audio message is played. This system is designed
to detect Indian Sign Language (ISL) data. Another CNN-based hand gesture detection
prototype is presented in [21]. The authors claim that the proposed prototype detects ISL
with training accuracy exceeding 99% by using more than 3000 images.

In [22], the authors used the ASL dataset, where the hand gestures are detected
using CNN. They reported an accuracy exceeding 95%. The authors in [23] developed a
prototype using a flex sensors-based glove and interfaced it with Arduino. The prototype
converts the hand gesture data into text. The authors used K-Nearest Neighbours (KNN)
algorithm for image data processing. A PC-based image detection system is presented
in [24]. The authors used the Principal Component Analysis (PCA) algorithm. In [25], an
automated Sign Language Interpreter (SLI) prototype, which is based on a custom-made
glove connected to Arduino, is presented. The authors reported a hand gesture detection
accuracy of 93%. A CNN-based prototype for hand gesture detection is presented in [26].
This prototype also provides a training option and support for multiple languages.

The authors developed a mobile application in [27] for the D-M. The application works
in offline mode and uses ASL and Filipino Sign Language (FPL) datasets. A PC-based
prototype is presented by authors in [28] for detecting hand images using sensors. An
android-based application is presented in [29], where visual feedback is provided to the
user. The authors in this paper also compared different technologies. In [30], the authors
carried out a survey to understand the problems and challenges faced by the D-M. They
highlighted the importance and impact of hand gesture recognition systems and prototypes
in providing a platform for the D-M.

Table 1 is a summary of the undertaken review. The details include hardware, software,
features, and limitations of the designed prototypes and products. The last column also
includes information related to Sign Language Dataset (SLD).

Table 1. Summary of related work review.

References Hardware/Software Summary

[2] LMD, Android app D-M to ND-M to D-M, Single SLD
[3] PC, Harris algorithm D-M to ND-M to D-M, Single SLD
[4] Raspberry Pi D-M to ND-M, Single SLD
[5] LMD, LSTM Neural networks D-M to ND-M, Single SLD
[6] LMD, (GMM, HMM, DTW) D-M to ND-M, Single SLD
[7] PC, NN algorithms D-M to ND-M, Single SLD

[8] PC, Arduino, Gloves, Flex
sensors Calibration required for the custom-made product, D-M to ND-M, Single SLD

[10] Arduino, Gloves, Sensors Calibration required for the custom-made product, D-M to ND-M, Single SLD
[12] PC, TensorFlow D-M to ND-M, Single SLD
[13] PC, Various ML algorithms D-M to ND-M to D-M, Single SLD
[14] PC, TensorFlow, CNN D-M to ND-M, Single SLD
[15] Android D-M to ND-M, Multi SLD
[16] Android D-M to ND-M, Single SLD
[17] PC, CNN D-M to ND-M, Single SLD
[18] Arduino, Gloves, Flex sensors Calibration required for the custom-made product, D-M to ND-M, Single SLD
[19] PC NN D-M to ND-M, Single SLD

[20] Gloves, Flex sensors, Voice
recorder, Matlab D-M to ND-M, Single SLD

[21] PC, CNN D-M to ND-M, Single SLD
[22] CNN D-M to ND-M to D-M, Single SLD
[23] Gloves, Sensors, Arduino, KNN D-M to ND-M, Single SLD
[24] PC-based, PCA D-M to ND-M, Single SLD
[25] Arduino, Gloves, Sensors, KNN Calibration required for the custom-made product, D-M to ND-M, Single SLD
[26] PC-based, CNN D-M to ND-M, Single SLD
[27] Android application D-M to ND-M, Multi SLD
[28] PC, CNN D-M to ND-M, Single SLD
[29] Android D-M to ND-M to D-M, Single SLD
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2.2. Sign Language Dataset Review

In [14], the authors used the BSL dataset, containing more than 2500 images, to validate
their prototype. The authors in [16] used a new method to detect an ArSL dataset. In [31],
the authors used a word-level ASL dataset. Their selection of the dataset is based on the
number of people who can use this sign language. Argentinian Sign Language (ArgSL)
is processed in [32], where they used videos as input. The researchers used Turkish Sign
Language (TSL) [33] and the CNN algorithm to process the dataset.

Chinese language speakers are the single largest group as compared to speakers of all
other languages. The authors in [34] used Chinese Sign Language (CSL) with hundreds
of categories within the dataset. Another word-level ASL dataset is used in [35]. In [36], a
large-scale ASL dataset is presented and processed. Russian Sign Language (RSL) is used
as input in [37]. In [38], the authors processed ArSL. A prototype was developed based on
Arduino and a glove with sensors connected.

Table 2 is a summary of the different sign language datasets reviewed. This review is
focused on the size of the datasets, how many people can use this dataset, and its complexity.

Table 2. Summary of sign language datasets reviewed.

References Sign Language Dataset Dataset Size

[14] Bangladesh Sign Language 2660 images
[16] Arabic Sign Language 50 signs
[31] Word-level American Sign Language More than 2000 words
[32] Argentinian Sign Language More than 3200 videos
[33] Turkish Sign Language 226 signs
[34] Chinese Sign Language 500 categories
[35] Word-level American Sign Language More than 10,000 videos
[36] American Sign Language 10,000 signs and 25,000 videos
[37] Russian Sign Language 164 lexical units
[38] Arabic Sign Language Not provided

2.3. Machine Learning Algorithm Review

In this section, a review of some machine learning algorithms is presented. A new
dataset was created for supervised machine learning in [39,40]. The dataset is used to
suggest a solution to the faults found during electronic product manufacturing. The
algorithms are implemented in LabVIEW [41]. The authors in [42] reviewed machine
learning algorithms and used them to determine the performance of soldering stations.

In [43], the authors review machine learning algorithms. Their finding includes
highlighting the limitations of some algorithms. The authors used Scikit, a Python [44]
toolkit, to implement a machine-learning algorithm in [45].

2.4. Related Work Conclusions and Research Gap

In this section, a further summary is presented of the prototypes and systems reviewed.
From this conclusion, the research gap, which forms the basis of the research work carried
out in this manuscript, is highlighted.

The majority of the work reviewed here is unidirectional, i.e., detection and conversion
of hand gesture data into text and or voice. This is a limitation where the ND-M are unable
to communicate with the D-M. The other limitation is the input sign language dataset,
which in most cases, is one. This means that people who do not know that particular sign
language are unable to benefit from the system. Some prototypes designed using gloves
and sensors require maintenance and calibration and are difficult to maintain consistency.

The system proposed in this manuscript provides a full-duplex system where both
the D-M and the ND-M can communicate with each other. This system uses multiple sign
language datasets, provides training, is easy to use, and has a low cost. Systems based
on commercial-off-the-shelf (COTS) devices like LMDs require considerably less effort in



Appl. Sci. 2023, 13, 3114 6 of 21

converting the prototype into a product. Affordability is also important, so low initial cost
and no operational cost are essential features.

3. Research Methodology

In this section, the research methodology is presented to explain the several steps
which were carried out in this research. Figure 2 shows the block diagram with the steps
and relevant details.
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3.1. Design Research

In this step, two tasks are performed. The first task is to list the activities that are within
the research scope. The scope of this work is to implement a two-way communication
system where the D-M and ND-M can communicate with each other without the need to
learn sign language through sign language interpretation and conversion to audio. The
following task is to select certain areas to review the existing work, which in this case
includes deep learning algorithms, ML algorithms, and image-capturing devices. These
details are provided in Section 2, literature review.

3.2. Conduct Research

In this second step, an in-depth review of the selected categories is carried out. The
details are presented in Section 2. In this manuscript, some existing products and pro-
totypes, which are developed to facilitate D-M communication, are reviewed. For this
review, both the software and hardware aspects are considered, including the development
platform, i.e., PC or Android, and hardware devices to capture hand gesture data. The
literature review also covers how the existing systems are designed, whether based on
COTS or custom-made. In the case of custom-made devices such as sensor-based gloves,
the calibration and build process are also reviewed. The next step is to select and review
sign language datasets, machine learning algorithms, and deep learning algorithms. Within
the review, the software applications are also considered, and LabVIEW is selected for
software development. The final activity is to define experimental setups so that the pro-
posed system can be validated. A detailed review is conducted in order to define how the
different requirements for the proposed system can be mapped to the experiments and
then validated. It is important to have an optimum number of experiments for validation
as a means of avoiding repetition and duplication. The conclusion of the literature review
is necessary to determine which parameters to use for implementing the proposed system.
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3.3. Design Implementation

In this step, the tasks related to the implementation of the proposed system are
considered. The features of the system are selected after conclusions drawn from the
literature review. The design is implemented through five tasks, as listed in Figure 2. In the
first step, the sign language data is collected and enhanced, i.e., some images are updated,
and new images are added. The sign language datasets are selected, and information is
stored in the database. The software, including the algorithm implementation, is done
in LabVIEW. After completing the software development, hardware deployment, and
integration tasks, the user manual and other documentation work are completed.

3.4. Validation and Conclusions

This is the final step, where the complete system validation is carried out. The valida-
tion activities include testing the updated language dataset, system response, processing
times, and accuracy. The validated system is then tested for performance through different
experimental setups, and the results are presented.

4. Proposed Communication System for D-M

In this section, the details of the proposed system are presented, including some
key features.

4.1. Communication System Novel Features

Figure 3 shows the novel features of the proposed system, which provides full duplex
communication between the D-M and the ND-M. This low-cost system is user-friendly and
easy to install, with no operational cost to the end user. There is a training option available,
which allows the features to be customized for individual users. The ML-based algorithm
provides a continuous improvement option where new and higher quality data, i.e., hand
gesture images, can replace an existing image. The proposed system supports American
Sign Language, Pakistani Sign Language, and Spanish Sign Language. More languages can
be added. Hand gestures data is acquired using LMD, which is a COTS device and, unlike
a glove, does not require maintenance or calibration. The image data is processed using the
CNN algorithm.
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4.2. Communication System Block Details

Figure 4 is a full duplex communication system between the D-M and the ND-M. The
figure shows the implementation of the proposed system. The D-M person is provided
with an interface where the hand gestures are acquired using an LMD connected to the
PC-based system. The LMD captures hand gestures as images and forwards them to the
PC, where it is further processed. The details of the processing are discussed later. The
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system supports multiple sign language datasets, i.e., ASL, PSL, and SSL. The system is
reconfigurable, and more datasets can be added in the future. The acquired image data is
processed through multiple stages and is then converted into a voice message.
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The ND-M person can listen to the voice message. The speech or voice data is gen-
erated through the PC sound card output. In response, the ND-M person records a voice
message which is acquired by the PC using sound card input. The voice message is then
processed by the software application and converted into text and hand gesture images.
The D-M person is then able to read the text or see the images. Similarly, an ND-M person
can also initiate a conversation.

The proposed system is low-cost, user-friendly, and does not require any special
training. These are the main features that make it easy and attractive for people to use this
system. The sign language datasets selected for this system are based on the number of
people using these sign language datasets. The selection of ASL, PSL, and SSL is based on
the availability and size of datasets and the number of people using them. A small dataset
means the size of the training dataset will also be small; hence the trained system will
be less effective or accurate, while a large dataset results in higher accuracy but a slower
response. Considering this, medium-sized datasets are selected.

The system provides a training mode where the user can check the accuracy of the
system while undergoing training. In this mode, the hand gestures of the D-M person
are processed, and the detected results are displayed without going through the text to
speech to text conversion. The D-M person can vary hand gestures to check for detection
accuracy. In this mode, the system also updates the database by replacing existing images
with higher-quality images. The ML-based process compares the newly acquired images
with the stored images and then decides between replacing the existing image with the new
one or storing the new image along with the existing image or not storing the new image
at all. Having more image files means an improved dataset which will increase accuracy,
but this also means the system will require more processing time. It is important to have a
balance between these parameters. This decision is taken by the ML-based implementation.

The ML algorithm also reviews the user-stored data, which helps to increase processing
speed and accuracy. For example, if a user profile shows that the user only understands
SSL, then the process will bypass the language detection step for this particular user.
Similarly, the user can update the profile by adding more sign language datasets and other
parameters. The system also maintains a performance record, both for the individual user
and the overall system, using the stored user data and new data acquired through the
training and normal modes.

Figure 5 shows the ML-based implementation. The block diagram shows the input,
output, and hidden layers displaying various activities. The data is fed through the input
layer, as shown by ‘1’. The input data includes both the hand gesture image data and the
user data, which is stored as part of the user profile. In ‘2’, the user profile data is processed.
The user can update the profile to reflect any changes. The next step, ‘3’, is the training
mode. This step is used when the training mode is selected. In normal mode, the ML
algorithm can use some options from this step. The language detection is done in step ‘4’.
Currently, there are three datasets, but more can be added. The user-generated gestures
are acquired by the proposed system, comparing them to the existing dataset, which is a
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combination of ASL, PSL and SSL. The system checks up to five gestures and then selects
the language based on the results of the gestures matched to individual datasets of ASL,
PSL or SSL. The acquired image goes through initialization in step ‘5’. In step ‘6’, the image
goes through initial processing, where some features are detected and extracted. CNN
algorithm is applied to further process the image data in ‘7’. The next two steps, i.e., ‘8’ and
‘9’, are for data storage. The results are generated through the output layer as marked by
step ‘10’.
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Figure 6 shows some graphical results of hand gesture image processing using the ML
algorithm. The figure shows the original hand gesture and its extracted Red, Green and
Blue (RGB) planes. The images in the third row show the feature and edge extraction of the
original image for the particular gesture. The results of convolution using kernel size 3 are
also presented here. The graphical results of detecting fingers using a region of interest and
the pixel count of bright objects, i.e., the borders, are also shown.
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5. Experimental Setup and Results

In this section, the proposed system is validated using 8 experiments that are specifi-
cally defined for this research. It is important to validate the key features and understand the
limitations of the system. This is achieved using the experiments presented in this section.

5.1. System Validation Criteria

The communication system is validated through two stages. The first stage is to select
the sign language dataset, which in this case are ASL, PSL, and SSL datasets. The second
stage is to select a subset of these datasets. It is important to use a known input dataset
and a predicted output result. This will help in understanding the system accuracy and
limitations of the proposed system. Once the system is validated using these criteria, the
full dataset is applied to further determine the performance of the system.

It is important to use a known set of images for initial validation. Outside the scope of
this work is a study of how sign language datasets are created and validated.

To validate the proposed communication system, the ASL dataset images are used [46].
These are colored images of hand gestures. The SSL dataset used for validation is available
online [47]. The PSL dataset is created by recording images of letters and numbers. A
reference to PSL is also available from [48].

Letters and numbers from the three sign language datasets are used for validating the
communication system. For this research work, 70% of the hand gesture images from the
datasets are used for training, while the remaining 30% are used for testing. The split of
70% and 30% is a good ratio for training and testing. However, a different ratio can also
be used. As an example, approximately 1800 images of letters and 700 images of numbers
from ASL are used, which are then split into the ratio mentioned before. Figures 7–9 show
subsets of ASL, PSL, and SSL dataset images. Figure 7 shows five numbers and letters from
ASL, while in Figure 8, eight letters from PSL are shown. In Figure 9, six letters from SSL
are shown. The dataset used by the proposed system includes approximately 6000 hand
gesture images from the three individual datasets.
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5.2. Experiment 1—Proposed Communication System Accuracy

In this experiment, the accuracy of the detection of hand gestures is presented. The
formula for accuracy is presented in Equation (1). The accuracy is presented in percentages
in Table 3. The accuracy values are also used to determine the performance of the algorithm.

Accuracy =
Correct Detection

Total number of tries
(1)

Table 3. Accuracy of detection.

Dataset % Accuracy
(Letters)

% Accuracy
(Numbers)

Train Dataset
(70%)

Test Dataset
(30%)

ASL 98.5 98.9 1750 750
PSL 93.1 92.7 1015 435
SSL 94.3 93.8 1330 570

In this experiment, the repeatability of the algorithm is evaluated. The system is
validated by processing the gestures of all letters and numbers. For validation, the most
accurate gesture detected by the system is selected and processed. The results are presented
in Table 3. The accuracy is listed for letters and numbers of the three individual sign
language datasets. The table also lists the size of subsets used for the training and testing
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of the system. It is also observed that the accuracy of the proposed system depends on the
accuracy of the hand gestures, i.e., how accurately the gesture is made.

5.3. Experiment 2—Processing Individual Hand Gestures

In this section, hand gesture detection results are presented. In Figure 10, three letters
from the PSL dataset are randomly selected for this experiment and processed through the
proposed system. The hand gesture detection algorithm acquires the hand gesture and
compares it with the images from the dataset stored in the database. The results show that
the detection can exceed 96%. Depending on the input hand gesture, more than one image
from the database can be matched, and the one with the highest percentage is selected.
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Figure 11 shows the accuracy and loss graphs for the PSL dataset. The graphs include
both actual and test results.
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Figure 11. Hand gesture detection results for PSL dataset.

Figure 12 shows the hand gesture detection results for the SSL dataset. The results are
encouraging and show high accuracy. In this figure, three random gestures are selected
from SSL, and the detection accuracy is shown. It is observed that the accuracy of the
captured hand gesture is high when it is unique among the stored hand gesture images. As
an example, if two different hand gesture images look similar, then the detection accuracy
of these will be slightly lower.
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5.4. Experiment 3—Processing Hand Gestures Image Quality

In this section, the experiment is carried out by changing the quality of the hand
gesture image and then processed through the proposed system. Figure 13 shows the
four variants of a letter from the PSL dataset. All the images are correctly detected, thus
confirming that the proposed system is able to detect the correct gesture for varying image
quality. In this experiment, the image quality of the acquired hand gestures varies, and the
results show that the system is able to detect the letters correctly. This is an important result
since the acquired image quality can vary due to background color, sharpness, background
texture, etc.
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5.5. Experiment 4—Processing Variations in Same Hand Gestures

In this section, the variation in hand gestures is processed through the proposed
communication system. In Figures 14–16, two variants of letters from the PSL dataset
are processed, and the detection accuracy is calculated. In this experiment, three letters
from PSL are selected, and the hand gestures of these letters are varied slightly and then
processed through the system. The results show that the accuracy is between 80% and 100%
for the first letter in Figure 14. This variation is due to the distance between the hand and
the LMD. A part of the index finger of the image on the left is outside the camera vision.
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A similar experiment is repeated in Figure 15, where the accuracy is 100% due to
minimal variation between the images. The results shown in Figure 16 are similar to that in
Figure 14. Again, the low accuracy for the image on the right side in Figure 16 is due to the
distance of the hand from the LMD as well as the variation in the gesture.

In Figure 17, a letter from the ASL dataset is shown with a detection accuracy exceeding
90%. The accuracy for the two images is high for the letter selected from the ASL dataset,
mainly because the distance between the hand and camera for both images is similar, and
the variation between the two gestures is minimal.
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5.6. Experiment 5—Processing Similar Hand Gestures

Some hand gestures are similar, although not identical, and consequently, there is a
possibility of wrong detection. In this section, results of similar hand gesture detection
are presented. Figures 18 and 19 show the detection results of two sets of letters from the
PSL dataset. In Figure 18, two hand gestures from the PSL dataset are compared. There
is a significant difference between the two gestures, as there is only one finger used for
the gesture on the right but two fingers for the gesture on the left. The system, in this
instance, is able to correctly detect the two letters. The experiment is repeated for two more
letters from PSL in Figure 19, which are different, and the system is able to detect these
letters correctly.
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5.7. Experiment 6—Detecting Other Objects

This experiment focuses on other objects that can be visible while detecting hand
gestures. The proposed system has a unique feature where these objects are also detected,
and their information is ignored in some cases so that the correct hand gesture can be
recognized. Figures 20–22 show images with and without other objects. A unique feature
of this system is validated using this experiment. Here the user is wearing a watch in
Figures 20 and 21 and a ring in Figure 22. It is observed that the system detection accuracy
can vary if these objects are also captured with a hand gesture. Therefore, the images of
objects like watches, rings, etc., are also stored in the database, enabling the proposed
system to detect these objects and ignore them.



Appl. Sci. 2023, 13, 3114 16 of 21Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 23 
 

 
Figure 20. Detecting other objects—wristwatch scenario 1. 

 
Figure 21. Detecting other objects—wristwatch scenario 2. 

 
Figure 22. Detecting other objects—ring. 

Figure 20. Detecting other objects—wristwatch scenario 1.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 23 
 

 
Figure 20. Detecting other objects—wristwatch scenario 1. 

 
Figure 21. Detecting other objects—wristwatch scenario 2. 

 
Figure 22. Detecting other objects—ring. 

Figure 21. Detecting other objects—wristwatch scenario 2.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 23 
 

 
Figure 20. Detecting other objects—wristwatch scenario 1. 

 
Figure 21. Detecting other objects—wristwatch scenario 2. 

 
Figure 22. Detecting other objects—ring. Figure 22. Detecting other objects—ring.

Figure 23 shows another example of an object captured with a hand gesture. The
proposed system is unable to correctly detect the hand gesture here. In this experiment, the
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object, which is a pen, is detected by the system, but the system is unable to detect the hand
gesture correctly. This is due to the shape of the object and also how the user is holding it.
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5.8. Experiment 7—Algorithm Performance

In this section, the performance of the PSL dataset is evaluated and presented us-
ing a confusion matrix. This matrix shows the results for each letter compared with all
other letters. The matrix is used in evaluating the performance of the algorithm and high-
lighting any errors. The confusion matrix for letters within the PSL dataset is shown in
Figures 24 and 25. This is an important metric for validating this type of system.
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5.9. Experiment 8—Creating a New Dataset

In this experiment, the similarities between the three sign language datasets are
presented. In Figure 26, three letters, one each from ASL, SSL, and PSL, are shown. These
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letters have similar hand gestures. This approach can be used to create a new sign language
dataset which can be a combination of multiple sign languages. This figure provides insight
into the process of creating a new dataset. In the normal validation process, a confusion
matrix is created, in which each letter within the dataset is compared with the rest of the
letters, and accuracy is calculated. The figure shows a scenario where the gestures taken
from ASL, PSL, and SSL are identical. In this case, the system is unable to detect the correct
input sign language based on just one hand gesture.
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6. Discussion

In this manuscript, a full duplex communication system for the D-M and the ND-
M is presented. The scope of this work includes ML, CNN, the use of multiple Sign
Language datasets, and COTS hardware devices. The system presented in this manuscript
is the continuation of previously published work [1]. The system uses three sign language
datasets combined into one. This is a unique feature where the system automatically detects
sign language. An extensive review of the existing systems is carried out and discussed in
the related work section, including a tabular summary providing a summary of the review
and listing some of the features of the existing systems. This also includes an analysis of
some available datasets of different sign languages, followed by an evaluation of some
machine learning techniques.

The proposed system is developed, implemented, and then validated using a four-
stage research methodology. The key features of the proposed system include the imple-
mentation of CNN, ML, text-to-speech-to-text, a training interface, and a database storing
the sign language datasets and user profiles. The system acquires hand gesture data using a
COTS LMD device, and then the data is processed using the CNN algorithm. Using a COTS
device means the system has a stable hardware interface to capture hand gesture images
and does not require extensive calibration, which is normally needed when custom-made
devices like a glove with sensors are used.

The system is validated through a series of experiments, and the limitations of some
features are also defined. The experiments include hand gesture detection accuracy, pro-
cessing of individual hand gesture data, evaluation of hand gestures with varying image
quality, detection of variations in the same gestures, and the identification and processing
of different hand gestures that look similar, detection of hand gestures with visible objects
such as a watch, ring, etc., and finally automatic identification of a sign language dataset.
The performance of the system is also evaluated using a confusion matrix.

7. Conclusions and Future Work

The system presented in this manuscript provides a communication platform for
the D-M and the ND-M to communicate with each other without the need to learn sign
language. A unique feature of this work is the creation of a new dataset that combines
three existing sign language datasets. The proposed system automatically detects the hand
gestures of a D-M person and converts them into a voice for an ND-M person after going
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through various processing stages. The system is reliable, easy to use, and based on a
COTS LMD device to acquire hand gesture data which is then processed using CNN. Apart
from CNN, a supervised ML algorithm is also applied for processing and automatically
detecting sign language.

The system provides an audio interface for the ND-M and a hand gesture capture
interface for the D-M. The system currently recognizes ASL, PSL, and SSL datasets, and the
total number of images is approximately 6000. The system includes a training mode that
can help individuals review how accurately the system is detecting their hand gestures.
The users can create their unique profiles, which the system can use when processing
hand gestures. The proposed system is validated through a series of experiments using
the combined dataset of ASL, PSL, and SSL, and results show an accuracy exceeding 95%.
The results are encouraging and repeatable. Another key feature of this system is that the
combined dataset can be used by millions of people who use English, Urdu, and Spanish
sign languages. The proposed system is to be installed and can be upgraded. There is no
annual licensing; hence there is a low initial expense and no ongoing reoccurring cost. The
database is updated, which improves the system’s performance and accuracy.

In the future, more sign language datasets can be processed and added. Dataset size
can also be increased based on the recommendations from ML-based algorithms. Datasets
can also be improved by adding videos and other types of data, including word-level hand
gestures. More work can be done in the undertaking of comparisons between different sign
languages, understanding similarities between them, and afterward combining these to
create larger datasets. The proposed communication system can be further customized for
individual users by adding more training features.
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