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Method for Artificial KPI Generation With Realistic Time-Dependent Behaviour

Hao Qiang Luo-Chen , Carlos S. Alvarez-Merino , Emil J. Khatib , Member, IEEE, and Raquel Barco

Abstract— Machine Learning (ML) is the dominating solution
for the implementation of Self-Organizing Networks (SON),
which automate mobile network management. However, the data
scarcity derived from the reluctance of operators complicates the
necessary training phase ML algorithms. In this letter a method
to generate artificial Key Performance Indicators (KPIs) time
series is proposed considering their time-dependent behaviour.
The data is modelled and categorised according to the time of
the day and the data models are adapted with statistical copulas
to create samples which present interrelation among different
KPIs. Finally, results obtained from a real mobile network are
presented.

Index Terms— KPI modelling, time-awareness, statistical rela-
tionship, copula function, correlation.

I. INTRODUCTION

SELF-ORGANIZING Networks (SON) [1] were conceived
to fulfil the task of automatic management of mobile

networks. The complexity and volume of data and devices
make manual management economically unfeasible. SON
consists of three main functionalities: Self-Configuration,
Self-Optimization and Self-Healing (SH). This letter is cen-
tred on SH [2], that automates network troubleshooting. The
current general tendency on SH systems, especially in trou-
bleshooting, is the use of Artificial Intelligence (AI) algorithms
that are trained using Machine Learning (ML) processes [1].
During the training phase, ML uses previously collected data
to adapt the parameters of the AI algorithm to the application
where it will be used. Once adapted, the AI algorithm can be
exploited to perform SH functions such as problem detection
or troubleshooting. In case of mobile networks, obtaining these
data is difficult because of the reluctance among operators to
share data with the research community and, especially, due
to the lack of a structured way to save solved troubleshooting
cases. As a consequence, the data available for researching and
validating novel SH schemes is scarce and there is a need of
mechanisms to make a better use of the few existing datasets.

In order to overcome this data deficit in ML training
datasets, in the literature the use of testbenches [3], simu-
lations [4] and modelling [2], [5], [6] are proposed. Firstly,
in the testbenches [3], commercial equipment originate the
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Fig. 1. Adaptation of KPIs to samples-demanding SH system.

data, but they are only partially realistic as a result of
non-natural activity and traffic from the users. In case of real
user monitoring, the cons derive from the high number of
users and the extensive time-span requirements, which produce
datasets with a very high dimensionality, apart from privacy
concerns. Secondly, simulations [4] are versatile solutions,
being able to cover different scenarios and adapt to their
specifications. Nevertheless, the cumbersome calculations can
only recreate up to a certain degree of realism, constrained
by the assumptions in the simulation mechanism. Finally,
the modelling approaches are significantly more efficient and
keep the realism of the generated samples. Modelling can be
done analytically, such as in [5] and [6], where queuing theory
is used to model the access of users to the network and to
estimate other aspects of network behaviour. In [2], a linear
combination method is proposed to quantify the blocking rate.
In [6], a method is presented to estimate the Quality of Service,
comprehending the system performance, the failure and repair-
ing time. Even so, both cases are restricted to very specific
problems, and do not consider general degradations. In [2],
a more general network problem modelling method based on
statistical distributions is proposed. The approach is based on
fitting different Probability Distribution Functions (PDFs) to
datasets that are conditioned to the occurrence of a specific
problem and scoring them with a Kolmogorov-Smirnoff test.
However, the main shortcomings of [2] are the non-existence
of time-dependent behaviour modelling nor the underlying
correlation of KPIs.

The training data scarcity can also be tackled from the
ML system setup perspective. For example, artificial samples
can be generated via a GAN algorithm [7], with which the
complex time series dynamics can be learned and recreated
but at the expense of a huge number of training samples.
Apart from that, different ML strategies are designed to
perform better under few different situations. In this regard,
the application of few-shot learning [8] has been proposed for
handling the learning with LTE data with few samples for
each data class. Likewise, incremental learning [9] can learn
continuously and adapt to non-trained samples, starting from
sparse data. Furthermore, transfer learning ideas [10] propose
learning from certain datasets and extrapolating the trained
system to new ones. These algorithms are highly promising but
are usually restricted to certain ML architectures or imply the
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implementations of changes, hindering the direct application
over existing SH solutions.

In this letter a modelling method which overcomes all
these limitations is presented. Initially, the method classifies
the data into categories based on the time of the day and,
then, it fits models to each category. Afterwards, the method
applies a statistical copula [11] to modify the models into
new ones maintaining time-dependent relationships among
different variables. Copulas are generalisations of distributions
which allow techniques such as Pearson or Kendall to measure
and establish the statistical dependencies among them. Finally,
the method is used for modelling a small dataset and gener-
ating a larger synthetic dataset that can be used in ML (with
any setup and without modifying it) to train AI algorithms for
SH; closing the gap between available and required training
samples, as summarised in Fig. 1. The net contribution of
this method is that it helps to overcome the problem of
lack of training data present in many ML based solutions,
which ultimately hinders the development of SON systems,
maintaining their implementations. The generated data retain
time-dependent effects and are based on real observed data.

The rest of this letter is organised as follows. Section II
presents the modelling problem. Section III describes the pro-
posed methodology, starting with a time modelling of the KPIs
and describing a method to maintain certain statistical rela-
tionship among the KPIs. In Section IV some results obtained
from real network data are presented. Finally, the conclusion
and some future lines are discussed in Section V.

II. FORMULATION

Troubleshooting is a challenging task due to the vast diver-
sity of factors such as extensive interactions of elements,
network configurations or surrounding conditions and the
dynamic nature of its behaviour. Under these circumstances,
the network performance and its status are inferred from indi-
rect parameters allowing operations such as troubleshooting or
SH. Historically, engineer experts provide diagnosis through
manual observation and analysis of those parameters [12]. The
growing use of ML and AI techniques has eased this exhaus-
tive task. These techniques used for SON demand a previous
training phase which requires an elevated number of samples.
In [2], a modelling method based on statistical distributions
is proposed to solve the shortness of available training data.
Nonetheless, it does not consider the time-dependent charac-
teristics and assumes that different variables are independent
from each other, and only depend on the root cause of a
problem. So, we propose a methodology which can generate
synthetic data in order to enrich the database for the training
stage, of ML techniques used in SON. As an improvement over
the technique proposed in [2], these synthetic data consider
the time dynamism and data dependencies from the original
network information for each root cause, gaining realism with
respect to the previous method.

The network status is represented by a set of hierarchical
variables, such as counters, Key Performance Indicators (KPIs)
and Key Quality Indicators (KQIs). These variables are cate-
gorised according to their aggregation level (e.g. user elements

Fig. 2. Degradation in time series.

(UE), cells, areas). In this letter, KPIs are selected as the main
performance indicator in the datasets. Examples of KPIs are:
number of active user, number of successful inter radio access
technologies (IRAT) handover, traffic volume or the average
throughput received for each user. KPIs are generally reported
in cycles of 1h, referred as Report Output Period (ROP);
although it also may have another frequency (e.g. 15 min
or 1 day). The concatenation of the same KPI for several
cycles generates a time series, as represented in Fig. 2. The
progression of the time series may evidence the statistical rela-
tionship among the KPIs which they are generated from. For
example, a linear relation can be traced between the number
of users and the traffic volume. Nevertheless, the relationships
of KPIs are more complex than this direct case, making them
difficult to be determined intuitively. As example of this latter
case, the number of users has influence in the number of
IRAT handovers; albeit in a non-linear sense, with influence of
phenomenon such as the SINR of the communication channel
or some handover configuration parameters.

The evolution of these data also displays when a network
suffers from degradation. A degradation is a temporal interval
when the network service is altered and the cell performance
is below the desirable. This problem is reflected in the KPIs
and, subsequently, in the time series. A general method for its
detection is based on defining thresholds, as limits for the
time series values. When it is crossed, as observed in the
hatched interval in Fig. 2, it is considered that a degradation
has occurred. This work models the behaviour of KPIs in the
degraded intervals, in order to generate degraded samples for
the ML training phase in SH.

III. PROPOSED METHOD

The main issues for precise network modelling, as high-
lighted earlier, are two: time dynamism and parameter rela-
tionship. The method proposed here takes into account these
issues, and only needs data from degraded KPIs as inputs.
Each issue is solved separately in two stages. In the first one
or time modelling stage, the method creates statistical distrib-
utions that reflect the KPI dynamism. Afterwards, the second
or copula application stage modifies the earlier distributions
to force statistical relationships among different KPIs. Fig. 3
illustrates a general scheme of the method.

A. Time Modelling - Consideration of KPI Dynamism

User habits are related to a specific day moment; e.g.
working or sleeping hours, generating specific time-dependent
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Fig. 3. Scheme of the proposed method.

patterns in the behaviour of the network. Operators deploy
policies according to the traffic; for example, shutting down
some base stations when the user traffic is more scarce at
night hours, even relying on legacy Radio Access technolo-
gies in these hours. These time-dependent effects shape the
KPI behaviour. Hence, in order to maintain time-dependent
behaviour, the proposed method first classifies the input data
in: weekdays or weekend and each group is sliced in hours.
Altogether, there are 48 categories that organise data samples.

Thereafter, proceeding as in [2], a set of statistical dis-
tributions is fitted to the samples of each category of each
KPI. The adjusted distributions vary depending on the nature
of the variable: 1) Bounded variables: proportions that are
defined between 0 and 1. The normal, Laplace, Gumbel-R and
Gumbel-L distributions are fitted. 2) Semi-bounded variables:
those defined between 0 and ∞, such as counters. The gamma,
exponential and log-normal distributions are used in this case.
3) Unbounded variables: those that can theoretically take any
value. In this case beta, arcsine and Johnson SB are used.

The goodness of fit of each distributions is tested with the
Kolmogorov-Smirnov test. This test measures the difference
from each fitted distribution to the actual KPI. The distribution
that minimises the difference is the one which fits best with the
data. Consequently, it is chosen as the model for the category.

B. Copula Application - Establishment of KPI Relationships

Generally, in order to simply the modelling process,
the KPIs are assumed to be independent, in which case the
joint distribution is defined as

F (x1, . . . , xn) =
n∏

i=1

Fi(xi); (1)

where xi is a random variable (i.e. a KPI), n is the number of
considered KPIs and Fi(x) a distribution fitted to a specific
KPI. Nevertheless, KPIs are shaped by underlying factors
which produce statistical dependencies among them. This
section will show the use of copulas [11] as the key to include
these phenomenons in the modelling.

A copula is a multivariate distribution function whose
elements are traditional uniform distributions. It can create
new samples of each distribution although they are modified
to add a certain degree of relationship. Specifically, this
function defines the joint distributions of the variables, which
no longer is simply a multiplication as the independent case in
Eq. (1). To overcome the limitation to uniform distributions,
the Probability Integral Transformation (PIT) method may be
used, allowing the transformation of any distribution into an
uniform distribution. After applying the copula, the inverse
transformation (PIT−1) allows to return to the original distrib-
utions. Hence, the copula can relate any distribution function.

Similarly to distributions, copulas are made up of differ-
ent families such as elliptics (Gaussian, t-Student, etc.) or
archimedeans (Clayton, Frank, Gumbel, etc.). Each copula
family confers a specific form to the samples. Additionally,
in the case of elliptics, the correlation matrix Σρ defines the
degree of relationships among distributions. In the case of
archimedeans, Σρ is replaced by an equivalent value θ. Eq. (2)
presents the mathematical expression for copulas.

F (x1, . . . , xn; Σρ) = C{F1(x1), . . . , Fn(xn); Σρ}; (2)

where C defines a specific copula function. This corresponds
to a general case. Archimedean copulas of 3 or more dimen-
sions (variables) cannot model negative relationships, while in
elliptics this limitation is absence.

Eq. (3) exposes a correlation matrix that follows an unstruc-
tured form as dispersion structure. Each element ρi,j repre-
sents the correlation between distributions i and j. Any cor-
relation technique, such as Pearson or Kendall, is a potential
candidate for the construction of Σρ, as long as it ensures the
matrix is positive-definite. The usage of different correlation
techniques captures different kinds of dependency.

Σρ =

⎛
⎜⎜⎜⎜⎜⎝

1 ρ1,2 . . . ρ1,n−1 ρ1,n

ρ2,1 1 . . . ρ1,n−2 ρ2,n

...
...

. . .
...

...
ρn−1,1 ρn−1,2 . . . 1 ρn−1,n

ρn,1 ρn,2 . . . ρn,n−1 1

⎞
⎟⎟⎟⎟⎟⎠

(3)

To construct related KPIs, a copula is selected from a
family. KPI data from the same hour are used to calculate
a correlation coefficient and, then, a matrix Σρ is formed.
Afterwards, copulas are constructed for each hour, allowing
the generation of samples with relationship within each hour.
Hence, the creation of time series is trivial, only concatenating
samples of each hour from each KPI.

IV. RESULTS

KPI data collected from a real mobile network have been
used to test the proposed method. They encompass several
sectors and sites with KPIs at 1h periodicity and from all pos-
sible days. In addition, the data contain normal and degraded
KPI samples. Considering this, they have been analysed with
a degradation detection tool. This tool extracts separately
normal and degraded intervals of KPI samples, which have
then been manually diagnosed to label them with the root
cause. For the sake of simplicity and comparison, the rest
of this section is only focused on three KPIs. The KPIs are
traffic volume for downlink (KPI1), the average number of
active user elements (UE) in downlink (KPI2) and the number
of IRAT handovers (KPI3). KPI1 and KPI2 have a linear
relationship, while KPI1 and KPI3 are non-linear. In view of
confidentiality issues, the KPIs are not directly shown except
for the results calculated from them.

Table I lists the weekday models of the KPIs as examples of
KPI time-aware modelling. The model contains two columns,
the Normal status and the Congestion degradation. T stands
for the hour, N for the number of available samples, dist and
params for the distributions and their parameters, respectively.
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TABLE I

MODELS FOR THE KPIS: (LEFT) TRAFFIC VOLUME, (CENTER) AVERAGE NUMBER OF ACTIVE UES AND (RIGHT) INTER RAT HANDOVER

Fig. 4. Modelling results of KPI1-KPI2: (a) independent KPIs distributions (only time modelling), (b) Gaussian and (c) Clayton copulas related distributions
for the hour 17. Generated time-series using: (d) independent models (only time modelling), (e) Gaussian and (f) Clayton copulas.

As seen, the hypothesis of network dynamism is confirmed by
the different hourly models. The degradation data are limited
only to a few hours, as a consequence of the behaviour of
this specific problem. Since the majority of traffic occurs in
peak hours, there are no samples for congestion in non-peak
hours; therefore, a cell that has this root cause present will
behave just like a normal one. Consequently, the model for
congestion in non-peak hours is the same as the model for
normal behaviour. Fig. 4(d) depicts KPI time series generated
with the models shown in Table I. The presence of several local
maximums in the interval 9-17h aligns with the degradation
interval.

For each hour, the matrix Σρ (or θ) is constructed using
Pearson correlation for KPI1-KPI2, indicating their direct
dependencies, and SSIM [13] for KPI1-KPI3, calculating a
non-linear human based similarity. Then, a copula is created
to generate new time series. Fig. 5 shows the correlation
coefficients between the samples of the original selected
KPIs, where the value for the hour 17 is highlighted as

an example. Fig. 4(a) shows the generated KPI samples (a
total of 10000 samples for each one) using their own hour
17 model, the extracted models from Table I. This figure has
been created before using the copula; therefore, the variables
are independent from one another, only taking into account the
time modelling. Figs. 4(b) and 4(c) exhibit new distributions
originated by different copula families, from the same hour and
Pearson correlation. The figures show the distributions attained
from an elliptic (Gaussian) and an archimedean (Clayton)
copulas, respectively. Each copula family member adapts the
shape of the distributions and presents the inter-dependency by
how it narrows the sample dispersion. In consequence, the new
built time series evolve in a particular form according to each
copula, as illustrated in Figs. 4(e) and 4(f). It is important to
remember that hours with no degradation data are filled with
data from normal status, which are equally related with the
described procedure using copula function.

Finally, in order to support the visual results, 10000 pairs
of time-series have been created for each pair (KPI1-KPI2 and
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Fig. 5. Correlation values for the samples of KPI1-KPI2 pair and KPI1-KPI3
pair. The value for hour 17 is 0.86 (red circle).

Fig. 6. Summary of Pearson correlation results of the generated time series.

TABLE II

CORRELATION MEAN AND STD DEVIATION FOR THE PEARSON CORRELA-
TION OF 10000 GENERATED TIME-SERIES

KPI1-KPI3). Thereafter, the Pearson correlation is calculated
between each pair. The summary of the results is presented
in the Fig. 6. The mean and standard deviation have been
disposed in the Table II to provide numbers for comparison.
In the same table, comparison among the generated time series
with regard to representative time series of the original data
(achieved averaging samples from each hour of days with
degradations) has been provided to demonstrate the general
significant existing similarity. Finally, despite of the mentioned
similarity, the results from pairs of time series of copulas
expose higher correlations among them, specially in the case of
Gaussian copula. The mean of the independent case is slightly
higher than expected, which it is attributed to the similarity of
some hour models obtained for each KPI.

V. CONCLUSION

In this work a new method for the generation of synthetic
KPI samples is proposed, to solve the lack of samples for
ML-based SH systems in mobile networks. The literature
methods do not cover the KPI time dynamism, considering
only the general KPI characteristics for the modelling and sam-
ples generation. Moreover, the underlying relationship among
KPIs has been widely overlooked. Here, both characteristics
are modelled with the use of time dependent models and the
use of copulas, respectively. The relationship is modelled by

the copula family and the technique selected for the corre-
lation matrix construction, allowing flexibility in the type of
searched relationship. Both aspects have been tested applying
the proposed method on data from a real mobile network
scenario.

A first path for new research is the study of t-Student copula;
which does not have the positive relationship restriction for
higher dimensions, as achimedean copulas, and weights the
distribution tails more than a Gaussian copula. A second
path can be directed to the simulation field. The proposed
method solves a problem that occurs in the input of ML
algorithms (specifically, in the training sets). However, it can
also be applied over the output of simulations; modifying
simulator results to exhibit a more realistic relationship, using
a correlation matrix obtained from real measurements. For
example, to relate SNR and throughput in scenarios where no
analytical expressions exist. Finally, new approaches of feature
extraction can be designed. Since the models of the KPIs for
each hour are analytical statistical distributions, they can be
fused to create samples of a new fused KPI with mixture
characteristics, using methods mentioned in [14].
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